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Abstract    The artificial neural networks, the learning algorithms and mathematical models mim-

icking the information processing ability of human brain can be used non-linear and complex data. 

The aim of this study was to predict the breeding values for milk production trait in Iranian Holstein 

cows applying artificial neural networks. Data on 35167 Iranian Holstein cows recorded between 

1998 to 2009 were obtained from the Animal Breeding Center of Iran. Breeding values for the milk 

production trait were determined using the ASReml univariate animal model with 70% of all data 

used as training data, 15% as testing data and 15% as validating data, to prevent over-fitting of the 

artificial neural network. A feed-forward backpropagation multilayer perceptron algorithm with 

three-layer MLP; including 1 input layer, 1 hidden layer and 1 output layer and four-layer MLP; 

including 1 input layer, 2 hidden layer and 1 output layer was used. The most influential parameters 

for input characters in artificial neural network were sire, herd, calving year, twice-daily milking 

(Milk 2x), calving season and age based month. Breeding values for milk production was used as 

variable output. For network with 4 layers, the best selected structure for the first lactation trait con-

tained input layers with 6 neurons, first hidden layer with 16 neurons and with 68 epoch, second 

hidden layer with 6 neurons and with 154 epoch and output layer with 1 neuron. The capability of 

artificial neural network model was higher and closer to the estimated breeding values; therefore it 

is possible to apply artificial neural networks, instead of commonly-used procedures for predicting 

the breeding values for milk production. 
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Introduction 

According to the latest official statistics published by 

the Iranian Ministry of Agriculture, there are 18830 in-

dustrial dairy farms in Iran with 2048563 dairy cows. 

Between 2004 to 2008, milk production in Iran followed 

a growing trend. Despite the increased milk production 

in Iran, per capita consumption is lower than the inter-

national standard. Per capita consumption of milk is 95 

kg, while in the world is 169 kg and in the Europe is 350 

kg. According to the available data, it is logical that the 

breeding objectives be used to increase milk production 

in Iran (OSIT, 2008). In dairy cow industry, precise and 

proper prediction of milk production and performance 

of offspring is an important pre-requisite in selecting ge-

netically superior sires (Lacroix et al., 1995; Salehi et 

al., 1998).  

In a breeding program, genetic progress can be max-

imized through accurate identification of superior ani-

mals that will be selected as parents of the next genera-  

 tion and therfore breeding goals can be achieved (La-

croix et al., 1995; Salehi et al., 1998). A key component 

of this process is fast and reliable prediction of breeding 

values for the selection candidates. But, prediction of 

breeding values is often a computationally challenging 

and time consuming task, and therfore it is undertaken 

only periodically in most countries (Lacroix et al., 1995; 

Salehi et al., 1998). Rapid, lowcost alternatives that can 

provide approximate predictions of breeding values 

with acceptable accuracy could allow more timely se-

lection and culling decisions by breeding companies or 

dairy producers. Rapid identification of superior males 

can lead to earlier collection and distribution of semen 

and more rapid genetic progress (Lacroix et al., 1995; 

Salehi et al., 1998). Moreover, investigations have 

shown that the conventional regression procedures can-

not evaluate the multicolinearity between independent 

factors; hence it may result in biased outcomes (Raja et  
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al., 2012; Ruhil et al., 2013). When the correlation be-

tween variables is high, multicollinearity takes place; 

therefore, it is difficult to obtain reliable estimates of the 

individual regression coefficients (Eyduran and Ya-

vuzsonmez, 2010). In situations that correlation of some 

variables is very high; they are basically measuring the 

same phenomenon and give similar information, hence 

these variables can inversely affect the regression out-

come. Difficulties caused by multicolinearity in the re-

gression analysis have been documented (Eyduran and 

Yavuzsonmez, 2010; Ramzan and Khan, 2010). Artifi-

cial neural networks have been proposed in alleviating 

this limitation of the traditional regression methods, and 

can be used to handle non-linear and complex data, even 

when the data are imprecise and noisy (Raja et al., 

2012). These networks contain a set of processing com-

ponents, also known as neurons or nodes whose func-

tionality is loosely based on biological neurons (Raja et 

al., 2012). These units are formed in layers that process 

the input information and pass it to the next layers. The 

capability of the network in processing is cumulated in 

the interunit connection strengths (or weights) that are 

acquired via a process of conformity to a collection of 

training pattern (Haykin, 1999; Raja et al., 2012). More-

over, the artificial neural network method entirely varies 

from the traditional statistical approaches, which need a 

specified algorithm to be transformed by a computer 

program (Grzesiak et al., 2003). Artificial neural net-

works have rarely been apllied to data in animal science, 

particularly in animal breeding (Ghazanfari et al., 2011; 

Ruhil et al., 2013; Shahinfar et al., 2012). Shahinfar et 

al. (2012) showed that artificial neural networks and 

neuro-fuzzy systems reliably predicted the breeding val-

ues for milk and fat yield in dairy cows. Silva et al. 

(2014) showed that artificial neural network was supe-

rior to linear models in estimating the breeding values, 

as well as applicability in predicting the genetic values. 

Although many studies have been performed on milk 

production traits and the genes affecting these traits in 

Iranian Holstein and native cows (Javanmard et al., 

2008; Mohammadabadi et al., 2010; Pasandideh et al., 

2015). We are not aware of any studies applying the ar- 

Table 1. Data structure on milk yield trait in Iranian Holsteins 

Statistic  Value 

First lactation milk yield (kg) 6763 

Standard deviation (kg) 1377 

Number of records 6511 

Number of sires 1098 

Number of dams 27133 
 

 tificial neural networks to predicting the breeding values 
milk production traits; therefore, the aim of this study 

was to predict the breeding value for milk production in 
Iranian Holstein cows by using the artificial neural net-

works. 

 

Materials and methods 

Data on 35167 Iranian Holstein cows recorded between 
1998 to 2009 were obtained from the Animal Breeding 

Center of Iran (Table 1). 
After omiting the out-of-range and illogical data, the 

data were normalized and tandardized using the Excel, 

LINUX and NeuroSolution (http://www.neurosolu-
tions.com) software. Breeding values for the milk pro-

duction trait were estimated using the ASReml software 
via univariate animal model (1):  

y=Xb+Zu+e                                                                  (1) 

where, y; is the observation vector, X; matrix of design 

for fixed effects, b; fixed effects vector, Z; matrix of de-

sign for genetic effects, u; genetic effects vector and e; 

error random effects vector. 

From all data, 70% data were used as training set, 
15% as testing set and 15% as the validating set, to pre-

vent over-fitting of artificial neural network. A feed-for-
ward backpropagation multilayer perceptron (MLP 

herein) algorithm with three-layer and four-layer was 
used in MATLAB v7.0 software (The MathWorks, Na-

tick, MA, USA). Three-layer MLP included 1 input 
layer, 1 hidden layer and 1 output layer, but four-layer 

MLP contained 1 input layer, 2 hidden layer and 1 out-
put layer.  

The most influential parameters for input characters in 
artificial neural network were the sire, herd, calving year, 

twice-daily milking (Milk 2x), calving season and age at 

calving in month. The breeding values for milk produc-
tion trait was used as the variable output (Figure 1).  

Each node in the input layer corresponds to one ex-
planatory variable. Nodes in the hidden layer contain 

hyperbolic tangent activation functions (Hagan et al., 
1996) as;  

)/()( iiii yyyy
eeeeh



                                      (2) 

and take a weighted sum of all input variables (formula 3). 

 j ijiiy 
                                                            (3)  

where, χi is an input variable and ωji is corresponding 
weight in layer j. Similarly, the output node(s) takes a 

weighted sum of all nodes in the second hidden layer 
and uses the same activation function to calculate the  
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Figure 1. Variables and layers used in the training data sets 

for artificial neural networks in Iranian Holstein cows; 16 

neurons in the hidden layers were the best but only, only 5 

neurons are shown here.   

output value. Learning (updating weights) in the back-

propagation algorithm starts by summing up the errors 

over all network output unit(s). For each output unit k, 

the error term is: 

))(1( kkkkk otooE 
                                             (4) 

where, tk and ok are target and output for kth output of dth 

training example, respectively. Then, for each hidden 

layer, the error term will be: 

  


outputk kkhhhh EooE )1(
                                 (5) 

where, oh is the output of the hidden layer and ωkh  is the 

weight of kth output neuron. Each weight in the network 

is updated by using the formulas 6 and 7. 

jijiji  
                                                          (6) 

jxjiji E 
                                                              (7) 

where, η is called the learning rate (e.g., 0.05), Ej is the 

error term for the jth node, and xji is the input value for 

jth node in ith layer to which the weight is applied (Mitch-

ell, 1997). The tangent hyperbolic function also ranges 

from −1 to 1 and is differentiable, which has two ad-

vantages. First, it is necessary when using in backprop-

agation algorithm and second it gives a prediction range 

between −1 and 1 which is well suited for this study, 

because in our case, breeding values can take both pos-

itive and negative values (Haykin, 1999). 

 

Results  

After examination of the network with different neurons 

for the first lactation and evaluation of correlation coef-

ficients for the testing and training data (Figure 2), the 

network with the 1 hidden layer and 16 neurons in the 

hidden layer was choosen as the best. 

As shown in Figure 2, the highest correlation coeffi-

cient was related to the network including 16 and 17 

neurons in the first hidden layer, but for reduction of the 

system complexity, 16 neurons were selected as the best 

structure for the network with 3 layers. The network 

with 3 layers yielded the largest correlation coefficient 

(R=0.82; Figure 3) and the lowest root mean square er-

ror (RMSE=0.07). 

 
Figure 2. Correlation coefficients of the testing and training data sets related to the number of 

neurons in the first hidden layer for predicting the breeding value for the milk production trait 

in the first lactation 
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Figure 3. Correlation coefficients of the testing and training data sets for 

the first lactation yield 

Performance curve of the validation data (Figure 4) 

demonstrated that mean squared error (MSE) is declin-

ing until epoch 68 and is fixed afterwards. If this process 

does not stop, the network instead of learning will mem 

 orize data and prediction accuracy will be low. Hence, 

this epoch (MSE=0.0051) was selected as the best vali-

dation performance. 

Therefore, for the network with 3 layers, the best se- 

 
Figure 4. Performance curve of the validation data for the first hidden layer. 

The best validation performance is at epoch 68 (MSE=0.0051)  
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lected structure for milk production in the first lactation-
contains input layers with 6 neurons (equal input param-

eters), hidden layer with 16 neurons, output layer with 1 
neuron (equal output parameter) and with 68 epoch. Af-

ter determining the number of neurons and epoch in the 
first hidden layer, the network with 4 layers was exam-

ined. For defining the number of neurons and epoch in  

 the second hidden layers, adding neurons to the second 
hidden layers was started as far as the number of neu-

rons in the second layer do not exceed the first hidden 
layer. Results showed that the highest correlation coef-

ficient of the training and testing data sets corresponded 
to 6 neurons in the second hidden layer (Figure 5).  

Figure 6 shows that for the second hidden layer of  

 
Figure 5. Number of neurons in the second hidden layer on correlation coefficients of the 

testing and training data set for prediction of the breeding value for milk production in the 

first lactation 

 
Figure 6. Correlation coefficients of the testing and training data set related to the 

first lactation for the second hidden layer 
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the network with 4 layers, the correlation coefficient (R) 

was the highest (0.84) and  the root mean square error 

(RMSE) was the lowest (0.06). Performance curve of 

the validating data set for the second hidden layer (Fig-

ure 7) demonstrated that mean squared error (MSE) is 

declining until epoch 154 and is fixed afterwards, hence 

this epoch (MSE=0.0047) was selected as the best vali-

dation performance. Therefore, for the network with 4 

layers, the best selected structure for the milk produc-

tion trait in the first lactation contained input layers with 

6 neurons (equal input parameters), first hidden layer 

 with 16 neurons and with 68 epochs, second hidden 
layer with 6 neurons and 154 epochs and output layer 
with 1 neuron (equal output parameter). 
 

Determining the best training function 

In this section prediction of inbreeding values using dif-
ferent training functions was performed. Correlation co-
efficient (R) and  root mean square error (RMSE) for the 
training and testing data sets were estimated (Table 2). 
Results showed that trainlm function has the least 
RMSE and it was better than other functions for predict- 

 
Figure 7. Performance curve of the validating data set for the second hidden layer. The best validation performance is at epoch 

154 (MSE=0.0048). 

Table 2. Evaluation of multilayer perceptron network in terms of the training 

function type for predicting the breeding values for milk production trait in the first 

lactation 

RMSE Test set Train set Training function of network* 

0.06 0.84 0.84 Trainlm 

0.07 0.80 0.81 Traincgp 

0.07 0.80 0.80 Traincgb 

0.07 0.79 0.80 Traincgf 

0.07 0.80 0.80 Trainoss 

0.07 0.79 0.80 Trainscg 

0.07 0.80 0.80 Trainrp 

0.11 0.51 0.50 Traingda 

0.08 0.74 0.73 Traingdx 

0.15 0.39 0.38 Traingd 

0.13 0.58 0.57 Traingdm 
*Trainlm: Levenberg-Marquardt back propagation, Traincgp: Conjugate Gradient with Polak-

Ribiere updates, Traincgb: Conjugate Gradient with Powell-Beale restarts, Traincgf: Conjugate 

Gradient with Fletcher-Reeves updates, Trainoss: One step secant, Trainscg: Scaled Conjugate 

Gradient, Trainrp: Resilient BackPropagation, Traingda: Gradient Descent with adaptive (varia-

ble) learning rate, Traingdx: Gradient Descent with momentum and adaptive learning rate, 

Traingd: Gradient Descent, Traingdm: Gradient Descent with momentum 
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tion of breeding values for the milk production trait in 

the first lactation.    

Hence, multilayer perceptron network was the best 
network for predicting breeding values for the milk pro-

duction trait in the first lactation. This network had 4 
layers (1 input layer, 2 hidden layers and 1 output layer). 

In this network tangent sigmoid operates as motion 
function of hidden layers and linear acts as motion func-

tion of output layer. The first hidden layer had 16 neu-
rons, the second hidden layer had 6 neurons and trainlm 

function as training function. 
 

Discussion 

The neural network models, trained using the training 
data sets to predict the breeding values for the milk pro-
duction trait demonstrated that the network with 4 layers 
in which there are 1 input layer with 6 neurons (equal 
input parameters), the first hidden layer with 16 neurons 
and with 68 epochs, the second hidden layer with 6 neu-
rons and with 154 epochs and output layer with 1 neuron 
(equal output parameter), predicted the breeding value 
for milk production trait in the first lactation of Holstein 
cows. Gorgulu (2012), using artificial neural networks 
for prediction of 305-day milk yield in Brown Swiss 
cows, showed that predicted 305-d mean milk produc-
tion was very close to the observed values, with corre-
lation coefficient (R) values between 0.74 and 0.82 for 
the artificial neural networks. However, 305-d milk 
yield prediction by multiple linear regression was lower 
than the observed 305-d milk yield. He proposed that 
artificial neural network module provided a better pre-
diction for the 305-d milk yield than conventional re-
gression models. Roush et al. (2006) compared the 
Gompertz non-linear regression model and neural net-
work modeling for prediction of body weight in broilers 
and showed that neural network modeling resulted in 
the lowest bias.  

 Neural network models had also the potential for de-

tecting minor and major pathogens that cause bovine 
mastitis (Hassan et al., 2009) and estimating the preva-

lence of clinical mastitis cases with milk production 
traits (Yang et al., 2000). Grzesiak et al. (2003) used 

multiple regression and artificial neural networks meth-
ods to predict the 305-day lactation milk yield. Their re-

ported correlation coefficient (R) and rootmean square 

error (RMSE) were 0.88 and 0.08, respectively for the 
artificial neural networks in line with our results. Ehret 

et al. (2015) examined different non-linear network ar-
chitectures, as well as several genomic covariate struc-

tures as network inputs in order to assess their ability to 
predict milk traits in three dairy cows data sets using 

large-scale SNP data. For training, they used a regular 

 ized back propagation algorithm and the average corre-
lation between the observed and predicted phenotypes 
in a 20 times 5-fold cross-validation used to assess pre-
dictive ability. They concluded that artificial neural net-
work is a powerful method for non-linear genome-ena-
bled predictions in animal breeding. However, to pro-
duce stable and high-quality outputs, variable selection 
methods are highly recommended, when the number of 
markers vastly exceeds the sample size.  

 

Conclusions 

Our results demonstrated that for predicting the breed-
ing values for the milk production trait in Iranian Hol-
stein cows artificial neural networks are replaceable 
with multiple regression models, because they had 
higher R2 and Pearson’s correlation coefficients and 
lower standard deviation and mean square error. Alt-
hough both artificial neural networks and multiple re-
gression models can excellently predict the breeding 
values for the milk production trait, but artificial neural 
network provides more precise estimates, and may be 
used as an alternative technique for predicting the 
breeding values for milk production trait.   
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ای ههای اصلاحی صفت تولید شیر در گاوهای هلشتاین ایران با استفاده از شبکهپیش بینی ارزش

 عصبی مصنوعی
  2و ح. نظام آبادی پور 1، م. اسدی فوزی1*محمدآبادی ، م. ر.1س. پورحمیدی
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های ریاضی که از توانایی فرآوری اطلاعات توسط های آموزش و روشعصبی مصنوعی، الگوریتمهای شبکهچکیده    

ای ههای غیرخطی و پیچیده را به کار گیرند. هدف این پژوهش پیش بینی ارزشتوانند دادهکنند میمغز انسان تقلید می

بوط به های مری عصبی مصنوعی بود. از دادههااصلاحی صفت تولید شیر در گاوهای هلشتاین ایران با استفاده از شبکه

در مرکز اصلاح نژاد دام ایران رکوردبرداری شده بودند استفاده  2009تا  1998های گاو هلشتاین ایران که بین سال 35167

برآورد شدند. برای این که  ASRemlهای اصلاحی صفت تولید شیر با استفاده از مدل حیوانی تک صفته شد. ارزش

درصد برای تست و  15درصد برای آموزش،  70ها شبکه عصبی مصنوعی به نحو مطلوب انجام شود، از کل دادهآموزش 

( و الگوریتم مورد MLPدرصد برای اعتبارسنجی استفاده شدند. مدل به کار رفته در این تحقیق پرسپترون چند لایه ) 15

لایه ورودی، یک لایه مخفی و یک لایه خروجی بود و مدل  بود. مدل پرسپترون سه لایه شامل یک استفاده پس انتشار خطا

پرسپترون چهار لایه شامل یک لایه ورودی، دو لایه مخفی و یک لایه خروجی بود. موثرترین پارامترها برای صفات ورودی 

یر ید شهای اصلاحی صفت تولشامل پدر، گله، سال زایش، دو بار دوشش در روز، فصل زایش و سن به ماه بودند. ارزش

به عنوان متغیر خروجی استفاده شدند. برای شبکه چهار لایه بهترین ساختار انتخاب شده برای صفت شیردهی اول شامل 

تکرار و لایه خروجی با  154نرون و  6تکرار، لایه مخفی دوم با  18نرون و  16نرون، اولین لایه مخفی با  6لایه ورودی با 

ده های اصلاحی برآوردشتوانایی مدل شبکه عصبی مصنوعی بالاتر است و به ارزشیک نرون بود. نتایج نشان داد که 

ای ههای معمول برای پیش بینی ارزشهای عصبی مصنوعی به جای روشتوان از شبکهتر هستند، بنابراین مینزدیک

 اصلاحی صفت تولید شیر استفاده کرد.

 


