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ABSTRACT. One of the crucial stages in machine learning in high- dimen-
sional datasets is feature selection. Unrelated features weaknesses the
efficiency of the model. However, merging several feature selection strate-
gies is routine to solve this problem, the way to integrate feature selection
methods is problematic. This paper presents a new ensemble of heuris-
tics through fuzzy Type-I based on Ant Colony Optimization (ACO) for
ensemble feature selection named Ant-EHF'S. At first, three feature selec-
tion methods are run. Then, the Euclidean Distance between each pair of
features is computed as a heuristic (an M xM matrix is constructed), that
M is the total of features. After that, a Type-I fuzzy is used individually
to address various uncertainty of feature selections and estimate trust-
worthiness for each feature, as another heuristic. A complete weighted
graph based on combining the two heuristics is then built.Finally, ACO is
applied to the complete graph for finding features that have the highest
relevance together in the features space, which in each ant considers the
reliability rate and Euclidean Distance of the destination node together
for moving between nodes of the graph. Five and eight robust and well-
known ensemble feature selection methods and primary feature selection
methods, respectively, have been compared with Ant-EHF'S on six high-
dimensional datasets to show the proposed method’s performance. The
results have shown that the proposed method outperforms five ensemble
feature selection methods and eight primary feature selections in Accu-
racy, Precision, Recall, and F1-score metrics.

Keywords: : Ant colony optimization, High-dimensional data, Feature
selection, Ensemble feature selection, an ensemble of algorithms, Type-I
fuzzy, population-based optimization algorithms.
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1. Introduction

Using high-dimensional data is widespread in different machine learning al-
gorithms, and caused problems like insufficient memory and the time-consuming
learning process. Many fields, such as data mining, image processing, and
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bioinformatics, need to find the best features among their high-dimensional
data [23].

Dimensionality reduction strategies are used mainly to deal with these prob-
lems, and the strategies can be divided into two categories of feature selection
and feature extraction. The features shift into a new space in feature extrac-
tion methods, but feature selection methods will select the best features based
on their importance. In other words, in feature selection methods, select a
subset of relevant features and ignore irrelevant features [24]. There are many
feature selection methods that each method has its metrics. In other words, for
decreasing irrelevant features that negatively affect the performance of models,
feature selection strategies can be classified into three categories filter, wrapper,
and embedded [29].

Filter methods select features without using a learning algorithm to examine
chosen features and their effect on performance during the selection [34]. As
mentioned previously, there are many feature selection methods, and each of
them considers metrics like information, distance, consistency, similarity, and
statistical measures [34]. Here some feature selection methods in the filter,
wrapper, and embedded strategies are mentioned briefly.

A strategy via Mutual Information through filter methods for discovering the
most useful group of features has been offered by [51]. In this method, three
critical points, comprising maximizing relevance, minimizing monotony, and
maximizing Complementary Information, have been evaluated for uncovering
the most suitable group. Chi-square [58] is based on chi-square statistics and
distribution and examines the relevance between features. relieFF [36] aims to
identify conditional dependencies between features. Correlation [60], finds a
set of independent variables that have positively correlated to the dependent
variable but not correlated to other independent variables. Method named RFS
[38] detects the cover between features and target variables based on R-value.
Maximal Information Coefficient [9] discovers the similarity between features
based on the coefficient. There is further information about feature selection
methods in [37, 19] .

However, for choosing more relevant features, wrapper methods use a learn-
ing model for assessing the selected features by a classification model during
the feature selection process [8]. The wrapper methods more positive effect
on performance than filter methods. Three critical disadvantages of wrapper
methods are the risk of overfitting, computational complexity, and a time-
consuming process. The wrapper methods are classified into sequential selec-
tions, and heuristic search approaches [48]. The sequential selection methods
try to reduce inappropriate features until it gets the best fulfillment. The
heuristic search approaches by seeking between features attempt to obtain the
most valuable collection of the appropriate features [15, 12].

Regarding the mentioned shortages of filter selection methods and wrap-
per methods, using embedded methods is expected. The embedded methods
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employ filter methods and wrapper methods together; in other words, the em-
bedded methods decrease the risk of overfitting and computational complexity
and are not a time-consuming process. Recently, many embedded feature selec-
tion methods have been proposed, like min, max, mean and medium, plurality
vote, Borda voting, and weighted Borda voting; they first use a group of filter
methods and then use a learning model to assess selected features [18]]. A set
of methods relevant to ensemble feature selection is mentioned in the following.
For the classification problem in [13], an aggregate of embedded methods and
filter methods was applied to the miRNA dataset. To find a relevant group of
features [61] has used a distance-based filter method and then has employed a
weighted bootstrapping search method.

To doing combinatorial optimization problems, population-based metaheuris-
tic algorithms have been considering [62]. Evolutionary algorithms such as ge-
netic algorithms [3, 55|, gravitational search [14, 16, 17, 62], particle swarm
optimization [1, 2], and swarm intelligence-based algorithms like ant colonies
[18, 56, 53, 52] are in the population-based metaheuristic algorithms group.
For example, the Ant Colony Optimization (ACO) for feature selection in the
multi-label dataset was used in [47]; they have adjusted the ACO to gain the
most assuring features with the lowest redundancy and highest relevancy with
class labels in the multi-label datasets.

To obtain the optimal solution for a complicated optimization problem, it
is better to utilize various search strategies. The same search strategy may
make Population-based Optimization Algorithms (POA) trapping into one lo-
cal optimum. Consequently, an ensemble of various strategies could make POA
incredibly efficient for complicated optimization problems [59]. Therefore, the
ensemble strategy is one of the most suitable ways for the robustness and effi-
ciency of POA [59].

In other words, an ensemble POA with influential and outstanding ensemble
components is more likely capable of dealing with different sorts of complicated
optimization problems. Furthermore, the ensemble of various strategies with
fitting adaptation mechanisms could cause search strategies of different abili-
ties to support each other, thus significantly increasing the performance of a
POA [41]. Using a single heuristic in the ACO cannot always significantly deal
with POA [59]. Concerning success in [47, 28] for selecting the most relevant
features, we were inspired to use the ACO based on an ensemble of heuristic.
Further, in the case of using a combination of heuristics to reach a better result,
it should note that some feature selection methods suggest an incorrect rank for
some features that are different from the majority of ranks and produce noise
in ranks which will have a bad effect on heuristics. Concerning that, techniques
based on fuzzy logic are more suitable for integrating different feature selection
methods and avoiding noise [20, 32, 39, 42, 33]. In other words, fuzzy logic
presents extra flexibility for the uncertainty of feature selections when each fea-
ture’s ranks for different feature selections are uncertain. Accordingly, we have
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applied fuzzy Type-I to decrease the impact of incorrect ranks and calculate a
reliability rate for each feature.

While heuristics have been investigated as successful methods for nearly
three decades to help ACO achieve reasonable solutions to different optimiza-
tion problems, no attempt has been reported to incorporate various heuristics
in ACO to create an effective ensemble of heuristics. This paper recommends
a novel ensemble feature selection using swarm intelligence Ant colony opti-
mization with an efficient ensemble of heuristics through fuzzy logic. The ACO
imitates real ants’ behavior; when ants find food, they build some paths be-
tween food and their nest, and after that, they choose a path as the best path
between food and their nest based on a group agreement. We have adjusted
the real ants’ behavior to introduce a novel ensemble feature selection in the
proposed method. The main contributions of the proposed method are as fol-
lows:

e For the first time, applying the ACO algorithm for ensemble feature selection,
e Defining an efficient ensemble of heuristics in ACO through fuzzy logic for
finding the highest relevant features,

This paper’s design is classified as follows: In Section 2, we studied some
corresponding ensemble feature selection methods. Section 3 is provided the
fundamental concepts. The offered method is defined in Section 4, and the final
outcomes and discussion are proposed in Section 5. Ultimately, in Section 6, a
conclusion is given.

2. Related works

As stated above, tackling massive data and high dimensional datasets is
vital in various fields. In the same vein, reducing the dimensions of datasets
by finding the more optimal subset of features is crucial
[32, 50, 31, 4, 45, 44]. Recently, combining several feature selection methods has
been regular. In this section, some of the new and base methods are proposed.

Generally, heterogeneous and homogeneous techniques are two primary groups
of the ensemble feature selection method. In heterogeneous strategies, various
sorts of feature selection methods are applied, while in the homogeneous, fea-
ture selection methods have the same type [14]. For example, Ensemble-based
Filter Feature Selection (EFFS) [25] is a heterogeneous strategy. Four filter
feature ranking approaches involving information gain, gain ratio, chi-squared,
and relieFF are utilized to achieve the most proper feature subset. The method
of [1] has employed some voting techniques to develop an ensemble feature se-
lection. Arora et al. have engaged various Nature-Inspired methods to build
an ensemble feature selection [35]. Wang et al. have occupied the Genetic
Algorithm in their design to determine the best rank for features [54]. EFSPF
[30] is a novel algorithm that uses the PageRank algorithm and fuzzy inference
as an ensemble feature selection method. In other words, three based feature
selection methods are first used, and then the fuzzy Type-I is applied to umpire
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between the ranks of feature selection methods. Hashemi et al. [27] measure
the correlation between the target and other features. Next, a weighted graph is
built based on determining the Euclidean Distance between features. Finally,
the weighted PageRank algorithm is employed to rank the features. MFS-
MCDM [26] assesses the importance of features in terms of their connection
with the target. In other words, it is a novel strategy for decreasing the dimen-
sionality of multi-label datasets. A new mixed feature selection technique called
M-DFIFS through the feature’s Dynamic Feature Importance (DFI) index was
offered [57]. This method, Dynamic Feature Importance, is described through
feature monotony and feature priority. Another method is called PEFS [24].
Firstly, for uncovering the non-dominate in a matrix made via different fea-
ture selection methods, the bi-objective optimization issue is used. Then, the
crowding space in the bio-objective area is utilized to keep the non-dominated
features. The second phase persists so long as whole non-dominated features
are seen.

3. Fundamental concepts

3.1. Ant colony optimization. Ant colony optimization is a metaheuristic
swarm intelligence algorithmy; it is used for solving optimization problems and
is utilized in a wide variety of field [11]. Ant Colony Optimization (ACO)
imitates real ants’ behavior; when ants find food, they build paths between
food and their nest. In each path, they leave some chemical material as the
pheromone trail. After a while, the pheromone trail starts to evaporate, and if
ants use the paths again, they will reinforce the pheromone trail. So, the paths
which have a solid pheromone trail will be chosen by other ants with a high
probability. The different problems are adjusted based on real ants’ behavior
to be solved by ACO. To imitate ants’ behavior to solve problems, we need to
add some artificial behaviors to their genuine behaviors [10]. Regarding [47],
the adjusted ACO for feature selection is the following.

Imagine we have a fully connected graph G = (F, E) which F shows a set
of features F' = fi, fa,....fn as the nodes, and E denotes the relationships
between features, respectively. At first, m ants with some initial pheromone
value start to travel on m features of graph G randomly. In other words,
each ant with a stochastic greedy rule travels on graph G. Then, a global
updating rule will update the pheromone values of features while ants finish
their travels. As mentioned previously, ants try to select a feature with high
probability; so, the heuristic function for calculating probability moving from
feature ¢ to feature j for ant k is the following:

[mi)[n(fi: £1))°
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In Eq.(1) , the Pié? (t) is the probability for ant k to move from feature i to
feature j at time ¢, and 7; denotes the pheromone value of feature i,NF shows
the neighbors of ant k,n(f;, f;) is the heuristic information between feature ¢
and feature j. The probability will calculate for all neighbors of node i. To
specify the importance of heuristic information and pheromone value, use the
arameter in the range [0, 1]. It is obvious if 8 = 0, the importance of heuristic
information and pheromone value will be equal.

Every time each ant makes decide to leave feature i to the next feature.
For choosing the next feature, a random variable R (in the range [0, 1]) will
be generated; for choosing one node to move, the roulette wheel selection is
used [21]. As mentioned previously, a global updating rule will update the
pheromone values of features while ants finish their travels. Eq.(2) is used
as a global updating rule. p is a pheromone debasement scale parameter,At;
shows the pheromone supplement value for feature ¢, which during the updating
pheromone values will be added.

(2) Ti(t+1) = (1—p)m(t) + AT,

3.2. Fuzzy inference structure. The methods based on fuzzy are more ap-
propriate for combining different feature selection techniques and tackling noise
[20, 32, 39, 42]. On the other hand, fuzzy logic gives added flexibility for solve
the uncertainty of various strategies.

i > reane |6 ﬁ ]:>:>

Fuzzy knowledge base

FIGURE 1. Structure of the fuzzy inference [30] .

The general design of the fuzzy inference system is illustrated in Fig.1. A
group of if-then rules constructs the knowledge base of the system. The fuzzi-
fier component uses the membership function in the knowledge base to shift
numeric input into fuzzy linguistic variables.

The inference motor utilizes the if-then rules to shift fuzzy data into fuzzy
outcomes. Also, the defuzzification component employs the membership func-
tions to shift the fuzzy inference motor’s outcome into numerical yields [30].
In Section 4, rules of the fuzzy system and membership functions for building
a voter are given.
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4. Proposed Method

As mentioned previously, using a single heuristic in the ACO cannot always
significantly deal with the POA. So, in this paper, an ensemble of heuristics
for feature selection has been proposed. In addition, in the case of applying
a combination of heuristics to reach a better result, it should note that some
feature selection methods offer a mistaken rank as a noise that will negatively
influence heuristics. The fuzzy logic suggests additional flexibility to tackle
uncertainty when the ranks of methods are uncertain.

In the proposed method, three effective-based methods are run. Then, fuzzy
Type-I is involved in calculating importance (a reliability rate) as a heuristic for
each feature based on views of feature selection methods. Then, a 1 x M matrix
is created (M demonstrates the number of features). Then the Euclidean Dis-
tance of estimated ranks between each pair of features as another heuristic is
computed, and an M x M matrix is built. After that, a weighted graph based
on a combination of the two heuristics will be constructed; Finally, the ACO is
applied to the complete graph, and each ant considers the reliability rate and
Euclidean Distance of the destination node together for moving between nodes
of the graph.

4.1. Heuristic 1: Applying Fuzzy Type-I schema. For gaining more valu-
able results, involving several feature selection methods can be more beneficial.
However, some methods may not correctly rank some features and cause noise.
As stated earlier, fuzzy logic proposes additional flexibility for reducing noise.
An efficient heuristic based on fuzzy logic that pursues the majority rule (de-
notes a rank far away from the other ranks is likely far from the valid rank [43]
) has been created to discover a trustworthiness rate per feature.

First, three powerful methods comprising Maximal Information Coefficient
[9], t-test [7], and RF'S [38], have been operated separately to rank. Then, the
contrast between anticipated ranks in the scope (0,1) is calculated. After that,
the fuzzy voter for adjudicating is set as follows.

It can be seen in Fig.2 that the three inputs r1, 72, and r3 are supposed
to characterize the foreseen rank of feature F'1 by three methods containing
Maximal Information Coefficient, t-test, and RFS, respectively. The Type-I
fuzzy voter scheme gives a trustworthiness rate as a heuristic for the feature
F1 by following definitions; the first phase is to calculate the length between
the anticipated rank for F'1 by these three methods, i.e., D12 = |rl — 12|,
D13 = |r1 — 73] and D23 = |r2 — r3|. Three membership procedures called
Small, Medium, and Large (notice Fig. 3) are utilized to fuzzify the contrasts.
After that, for estimating agreement, the fuzzy rules (some of the fuzzy rules
operated in this study are presented in Table 1) and the membership procedures
comprising Vlow, Low, Medium, High, and Vhigh are involved (notice Fig.4).
For instance, one rule has been shown in the following:

“If D12 is Small and D13 is Large, and D23 is Large, then output is Low” For
instance, in this rule, if the contrast between Maximal Information Coefficient
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and t-test, the contrast between Maximal Information Coeflicient and RF'S, and
the difference between t-test and RFS are Small, Large, and Large membership
procedures, respectively, then the outcome is Low membership procedure.

rl di2 FS1-agrecability |
> >
12 g d13 Fuzzy . &
_ g | FS2-agreeabili :
E Rules & o E
r3 A 5
g @ | FS3-agreeability _

FIGURE 2. The schema of the voter [40].
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FIGURE 3. The membership procedures for fuzzifier [30].

Finally, the centroid Cj of N (count of fuzzy clusters) fuzzy clusters (Bj) is
gained from the rules. Furthermore, the membership value, (up,) of the inputs
of the intakes of each fuzzy cluster is estimated. Eventually, for computing a
trustworthiness rate as a heuristic for the F'1 feature Eq. (3) is operated:

SNup c;
(3) Rp; = e
' SN g,
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TABLE 1. Some of linguistic rules [30].

D12 membership value D13 membership value

D23 membership value

2 (2023) 37

Output of rule

Small
Small
Small
Large
Small
Small
Medium
Medium
Medium

Small
Medium
Large
Large
Large
Medium
Large
Medium
Large

Small
Small
Small
Large
Large
Medium
Large
Medium
Medium

Vhigh
Vhigh
High
Viow
Low
Medium
Viow
Medium
Medium

0.0+

0.0 02 0.4

06 08

FIGURE 4. The membership procedures for agreement [40] .

TABLE 2. Parameters for fuzzification [30].

Small Medium Large

g m o

m

g m

0.12 0 012 05 012 1

Our voter system is made by Small, Medium, and Large membership procedures
to shift spans into fuzzy linguistic variables. The Vhigh, High, Medium, Low,
and Vlow membership procedures are utilized to compute agreement. The
Gaussian operations are picked, and also estimated ranks were standardized in
the scope (0,1), the parameters for fixing the Gaussian function are adjusted

in Tables 2 and 3.

4.2. Heuristic 2: Applying Euclidean distance for building a com-
plete weighted graph. After applying three feature selection methods, their
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TABLE 3. Parameters for agreement [30].

Vhigh High
g m o m

0.12 0

Medium Low Viow

o m o m o) m
012 0.25 0.12 0.5 0.12 075 0.12 1

outcomes are combined into a matrix named Matrix of Ranks in Fig. 5, in this
Figure, rows and columns are ranks and methods, respectively. Then, the Rf;
represents the rank of feature ¢ which is calculated with method j. Finally,
the FEuclidean distance between features is calculated based on a heuristic’s

three feature selection methods. For instance, for features 3 and 4, Euclidean
distance is computed by Eq. (4):

(4)

EDs 4 = +/(Rfs1 — Rf11)? + (Rfs2 — Rf12)? + (Rfs3 — Rta3)>.

Marix of Ranks =

Rffn Rflnl

Rfm1 Rfmn

FIGURE 5. Matrix of Ranks.

-
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FIGURE 6. An instance of an entire graph
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For developing an entire graph, the Multiplication between the destination
node’s trustworthiness and the inverse of the Euclidean distance is set the
importance of the edge. For example, in Fig. 6, an entire graph between three
features is presented.

R demonstrates the trustworthiness of the goal node, and ED;i denotes the
Euclidean length between nodes j and ¢. Ultimately, the ACO is applied to the
complete graph, and each ant considers the trustworthiness rate and Euclidean
Distance of the goal node together for transferring between nodes of the graph.

4.3. Applying Ant Colony Optimization. For applying ACO, we need to
initialize some parameters in Eq. (5), which are written following:

[ril[n(fi. £1))°
weni[n(fis f7)1P
In Eq.1 the first step, the pheromone matrixr for all nodes is initialized with

a constant value as 7y In this paper, each element in matrix 79 for all link
between nodes 7 and j in the complete graph is initialized with Eq. (6).

Vj € NF.

(5) Pi*(t) = =

1
mean(alldistancesinmatriz ED)’

(6) Tij =

As mentioned previously, using a single heuristic in the ACO cannot always
significantly deal with problems, and the ensemble of various strategies could
cause search strategies with different abilities to support each other, thus signifi-
cantly increase the performance. Consequently, here, the heuristic information,
which is an ensemble of heuristics for each pair of nodes i and j, 7(f;, f;), is
considered the Multiplication between inverse the calculated distance between
node i and node j by Eq. (4), ﬁ” and the reliability of the destination node
(R by Eq. (3)). Here, we consider the equal importance between heuristic
information and pheromone, so the § parameter will be 1.

4.3.1. Global pheromone updating rule. In this paper, the numbers of ants and
iterations are forty and forty, respectively. At the end of each iteration, the
pheromone matrix 7 will be updated; in other words, the pheromone value for
each node by Eq. (7), which the anty.Cost is the sum of weights’ edges of travel
of ant k which passed node i, and the parameter p is considered 0.05. The flow-
chart of the Ant-EHFS is shown in Algorithm 1. It should be noted, that the
fuzzy and ACO implementations are on MATLAB. The code and datasets are
on this path, https://github.com/mehdijoodaki/Ant-EHFS .

1

(7) rt+1) =1 —-p)rlt)+ A =1 —p)r(t) + antr. Cost’
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5. Results

The proposed method has employed six datasets to compare with the most
delinquent ensemble methods. Five latest methods, PEFSS, Borda voting,
Weighted Borda voting, M-DFIF, and plurality vote for the ensemble feature
section, have been picked to describe our method’s potency. Furthermore, eight
based methods comprising Chi-square, relieFF, Fisher-score, t-test, Maximum
Information Coefficient, RF'S, Correlation and, Mutual Information (MI) have
been contrasted with our method. In Table 4, some required details regarding
are brought, including names of datasets, total of samples, total of instances,
and classes.

Algorithm 1: Ant colony optimization equipped with an ensemble of
heuristics through fuzzy logic for feature selection

Input: Ranked M features of dataset D by IV
Output: Rank M features base on their importance
1. Compute the rank of features by three based methods (Matrix of Ranks);
2. Compute Euclidean distance features as a heuristic (ED Matrix);
3. Apply the fuzzy Type-I to estimate a trustworthiness rate as heuristic for
each feature
. Make a graph based on a combination of the two heuristics;
. Initializing the pheromone trails;
Repeat
For each ant, Do
Choosing the next feature according to the calculated
probability of neighbors (take the reliability rate and Euclidean
Distance of the destination node together);
9. Update the pheromone:
10. Evaporation
11. Reinforcement
12. Until stopping criteria;
13. Output: final pheromone vector;
14. Choose M features according to the pheromone trail;

® N> o

Our analysis utilized these six datasets to verify our method’s performance
in metrics including, Accuracy, Recall, Fl-score and Precision. Accuracy is
the ratio of correctly organized and Fl-score figured with Recall and Preci-
sion. That Recall is the sum of genuine positive instances divided by the whole
total of genuine positive instances. Precision is the count of genuine positive
instances divided by whole instances as positive. Consequently, the mentioned
metrics are described by below Equations.

TP

(8) Recall = m .
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TABLE 4. Details about six datasets.

Dataset Class Instance Feature
Jaffe [40] 10 213 676
ORL [49] 40 400 1024
Yale [5] 15 165 1024
WarpPIE10P [46] 10 210 2421
Lung[6] 5 203 3312
GLIOMA[18] 4 50 4434
TP
9) presision = op s

(Precision * Recall)

(10) F1 = score =2x Precision + Recall

The KNN algorithm [22] is applied to estimate the classification perfor-
mance. Individually dataset is split randomly into 80% and 20% for the train
and test datasets, respectively. Then, the 100 high features are selected by op-
erating the ANT-EHFS for each dataset. For per dataset, the KNN algorithm
is executed in 21 periods. In other words, firstly, one feature is picked, and
then in each period, five features are added until all one hundred are chosen.

Figs. 7-18 illustrate the proposed method’s accuracy compared to other al-
gorithms. Also, Tables 1A-12A in Appendix A and 5-10 indicate ANT-EHFS
comparisons in metrics, including the F1-score, Precision, and Recall, respec-
tively. The Mean in Tables 5-10 shows the average scores of the 21 periods, and
also, the winning sign indicates the number of periods that each method has a
more score than the others. For instance, in Table 6, the proposed method wins
16 times from 21 runs, so the winning metric is equal to 16/21, and the mean
of the F1 score is 0.72 percent for it. Regarding these results, the proposed
method’s strength is remarkably better than other methods based on the noted
metrics.

The Wilcoxon trial is a nonparametric form engaged for hypothesis investi-
gations; it counts the p-value of paired inputs to investigate their variety. If the
p-value is smaller than or equivalent to a typical significance level (=0.05), then
the null hypothesis (the null hypothesis indicates that there is no significant
difference between the actions of the two methods) is denied. The plus sign (+)
and minus (-) both decide whether a strategy is better than others, while the
equal sign (=) points out that the actions of the methods are similar. Tables
11-13 show the comparison outcomes of the Wilcoxon test of our method and
its rival’s methods based on Average Recall, Average precision, and Average
F1 score in six datasets. Tables 11-13 indicate that the ANT-EHFS rejects the
null hypothesis and is better than others.
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5.1. Discussion. According to Tables 5-13, Figs. 7-18 and 1A-12A in Ap-
pendix A ANT-EHFS has acquired more excellent Accuracy, Precision, Recall,
F1-score, and better Wilcoxon trial outcome than other methods. This fantas-
tic accomplishment is due to operating a fitting ensemble of heuristics. The
voter based on fuzzy logic is a trustworthy and adaptable method that reckons
uncertainty between views of various methods and lessens noise. Thus, ANT-
EHFS has attempted to apply ACO and reduce noise results on the ensemble
of heuristics; it is apparent that it has had the most profitable performance
over its competitors because it has efficiently conducted noise.

In other words, Views of features selection methods around features are not
usually exact; as a result, some features selection methods assume a mistaken
rank and generate noise in ranks. Therefore, when we are going to employ
an ensemble of heuristics, the noise will negatively affect the model results.
ANT-EHFS has incredible results than its ensemble competitions and based
feature selection methods (Table 5-13 and Fig 7-12). In marked difference to
current robust ensemble methods, including Weighted Board Count, Plurality
Voting, PEFS, M-DFIFS, and ANT-EHFS in almost all datasets (see Fig 7-
12), has earned the most increased average accurateness. For example, in
Table 13, the ANT-EHFS’s average Fl-score and M-DFIFS, PEFS, Plurality
Voting, Weighted Board Count, and Board Count are 0.83, 0.70, 0.73, 0.68,
0.72, and 0.67 percent, respectively. The significant causes for more acceptable
results are that in ANT-EHFS, three feature selection methods with unlike
views are employed as a heuristic. Secondly, fuzzy Type-I adds a weight (a
trustworthiness rate) as another heuristic (to manage various feature selections’
uncertainty). Ultimately, merging the noted two heuristics, which generates a
reliable graph, has brought about these marvelous results. In other words, fuzzy
Type-I has declined the influence of faulty ranks in the ensemble of heuristics.

It is noticeable from Tables 5-13, and Fig 13-18 that ANT-EHFS, because of
lowering noise and making a trustworthy graph (with an ensemble of heuristics),
excellent performance has been achieved by ACO than based methods compris-
ing Mutual Information, t-test, Fisher-score, relieFF, Chi-square, Maximum
Information Coefficient, RFS and Correlation, for example, average F1-score
for ANT-EHFS and cited based methods are 0.83, 0.57, 0.50, 0.73, 0.64,0.64,
0.72, 0.65 and 0.59 percent, respectively.

6. Conclusion

High-dimensional data have numerous features that most features are out-
side or duplicative. Likewise, these features are expensive in computation and
memory; they also hurt the learning model’s performance. Consequently, one
of the crucial tasks in this area is uncovering the most relevant features. One
strategy is to discover the highest relevant features by utilizing multiple feature
selection techniques and ensemble strategies in this area. In this study, we have
presented the ACO with an ensemble of heuristics as a novel method. Here,
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the Euclidean distance between the ranks as heuristic has been used. Then,
fuzzy Type-I has been employed for figuring a trustworthiness rate for features
in terms of various ranks of methods as another heuristic. After that, an entire
graph based on a mix of the two heuristics has been made; ultimately, the ACO
is executed on the graph, and each ant considers the trustworthiness rate and
Euclidean Distance of the destination node together for transferring between
them. In addition, the complexity of the proposed method depends on the time
of the finding a global optimum by ACO, so, for future work reducing this time
by increasing the number of feature would be interesting [29)].

TABLE 5. Fl-score for the Jaffe dataset.

Number of features  ANT-EHFS _Correlation _relieFF _Fisher Score _t-test MIC RFS Chi-Squared Borda Count Weighted Borda Count _Plurality Voting M-DFIFS  MI_PEFS EFSPF

050 077 083 080 070 076 086 0.70 0.90 0.92 0.91 090 068 0.94 05

5 0.95 086 0.96 094 050 0.98 087 0.91 0.96 0.95 0.97 097 096 097 0S8
10 0.98 092 093 095 085 0.99 0.96 0.93 0.98 0.97 0.98 0.99 096 094 052
15 1.00 091 090 090 078 095 091 0.88 0.91 0.93 0.95 094 086 095 097
20 1.00 097 092 094 091 094 096 0.92 0.92 0.95 0.95 098 089 096  1.00
25 1.00 094 093 090 080 097 089 0.90 0.98 0.99 1.00 097 085 095 100
30 1.00 0.99 098 095 084 099 094 0.94 0.99 0.99 0.99 099 094 095  1.00
35 1.00 091 092 092 077 094 096 0.94 0.97 0.92 0.93 099 090 095  1.00
40 1.00 094 093 094 082 097 098 0.94 0.96 0.95 0.94 099 092 096  1.00
45 1.00 089 0.96 094 077 096 095 0.94 0.92 0.95 0.94 086 091 094  1.00
50 1.00 091 094 095 088 095 099 0.96 0.98 0.97 0.97 093 093 095  1.00
55 1.00 086 087 095 071 096 091 0.81 0.87 0.94 0.92 097 095 095  1.00
60 1.00 093 088 097 081 097 095 0.90 0.89 0.95 0.92 096 096 093  1.00
65 1.00 0.94 091 093 075 091 092 0.95 0.93 0.93 0.92 098 091 092  1.00
70 1.00 095 092 093 085 094 095 0.95 0.95 0.94 0.94 098 097 096  1.00
7 1.00 094 092 096 079 097 093 0.95 0.95 0.99 0.93 1.00 097 095  1.00
0 1.00 1.00 092 095 090 099 097 0.93 0.95 0.98 0.93 1.00 097 094  1.00
85 1.00 088 0.89 089 078 096 088 0.86 0.90 0.95 0.90 1.00 093 09  1.00
90 1.00 0.93 087 096 082 097 091 0.87 0.89 0.92 0.95 1.00 093 097  1.00
[ 1.00 089 090 095 078 096 092 0.88 0.93 0.94 0.93 096 094 093  1.00
100 1.00 093 092 095 084 096 089 0.88 0.92 0.95 0.95 097 097 097  1.00
Mean 0.97 092 091 093 081 095 093 0.90 0.94 0.95 0.94 097 092 096 096
Win 18/21 1/21 0 0 0 2/21 0 0 0 0 0 520 0 1/21  17/21

TABLE 6. Fl-score for the ORL dataset.

Number of features ANT-BHEFS _Correlation _relieFF_Fisher Score _t-test MIC_RFS _Chi-Squared _Borda Count Weighted Borda Count _Plurality Voting M-DFIFS _MI_[HTMLFFFFFFPEFS BFSPF
3 05 073 0.80

1 021 021 035 015 049 01 038 040 012 020
5 041 056 063 027 056 062 0.49 0.66 061 050 063 029 074 036
10 050 062 069 048 066 0.70 050 070 065 059 067 037 073 051
15 027 050 062 031 064 067 051 0.62 0.56 047 062 031 0.75 0.6
20 047 057 072 036 075 072 057 0.69 0.61 0.50 0.66 037 02066
2 035 052 069 030 068 050 050 061 055 065 031 0 068
30 051 062 065 042 065 065 07 0.68 055 074 037 0207
35 038 056 063 022 062 069 0.62 055 0.16 058 030 068 078
10 051 050 065 041 070 069 0.67 057 0.60 061 039 070 082
a5 031 049 061 038 061 068 068 057 056 061 037 07 081
50 057 065 067 046 072 074 0.66 061 051 070 0.41 067 082
55 031 058 058 033 058 068 0.50 0.56 051 0.68 036 071 080
60 048 061 069 040 060 0.73 0.66 0.66 054 0.68 038 080 082
65 038 058 069 026 060 065 061 061 052 066 0.47 073 082
70 053 057 073 039 061 067 0.60 0.66 054 063 057 077 085
75 021 049 061 035 063 0.66 057 051 045 061 049 07 081
80 043 055 072 037 066 060 0.66 0.61 0.52 061 057 072 084
8 028 046 056 028 051 061 065 0.60 015 065 030 07 084
90 048 052 062 043 063 069 0.68 061 0.50 066 032 067 081
9 042 058 065 021 062 062 0.63 052 0.61 0.68 052 072 086
100 056 066 073 036 063 071 0.60 0.66 0.62 060 057 0.70 085
Mean 041 055 065 031 063 066 061 059 052 061 0.40 07
Win 0 0 0 0 _yn 0 0 0 321 11/21

Fl—scorgﬂcfgg the Yale dataset.

Number of features ANT-EHFS _Correlation _relieFF _Fisher Score _t-test, Chi-Squared Borda Count Weighted Borda Count _Plurality Voting M-DFIFS MI PEFS EFSPF
1

009 026 030 0.5 017 040 038 019 031 013 026 027 047 0.00
5 029 0.24 0.37 053 021 042 049 0.32 041 0.44 040 030 0.54 031
10 030 0.37 0.40 052 035 044 0.41 047 040 0.51 0.58 035 050 057
15 046 0.34 0.42 053 029 048 045 0.48 047 0.51 054 039 059 050
20 0.40 0.20 0.42 0.44 0.43 0.36 050 0.46 053 045  0.66 0.55
25 0.41 0.45 0.46 036 0.50 0.2 053 0.51 048 028 058 0.60
30 053 0.52 0.51 056 0.58 0.40 057 0.56 047 028 056 0.60
35 056 0.22 043 0.43 053 0.31 050 0.43 052 032 059 0.58
40 047 0.28 0.39 048 047 0.40 050 047 054 046 045 0.65
a5 051 0.41 047 0.48 0.42 0.53 0.45 0.42 060 029 051 0.62
50 0.62 0.38 0.53 057 0.5 0.53 0.5 0.53 057 032 050  0.64
55 058 0.36 0.36 0.62 050 0.2 054 0.62 051 044 043 0.68
60 0.60 0.42 0.49 056 055 0.52 055 0.64 052 050 045 053
65 0.58 0.33 0.43 055 0.46 0.44 052 0.52 045 041 048 0.52
70 052 0.37 0.39 056 047 0.46 056 049 039 043 050  0.60
75 052 0.30 0.37 047 0.42 0.44 050 0.55 042 026 043 0.65
80 057 0.40 0.44 044 050 0.42 055 047 035 030 050  0.64
85 059 0.42 0.49 0.64 050 0.48 0.41 0.60 050 033 0.42 0.61
20 0.60 047 0.50 0.62 054 0.51 054 0.57 0.61 039 048 0.62
95 058 0.35 0.42 058 050 0.40 0.48 0.45 046 033 061 0.62
100 058 0.38 0.46 061 0.40 0.46 0.9 0.50 046 035 049 0.62
Mean 0.49 0.36 043 051 047 043 0.49 0.51 049 035 051 .
Win 1/21 0 0 1/21 0 0 0 1/21 1210 4/21 10/21
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TABLE 7. Fl-score for the WarpPIE10P dataset.

Number of features ANT-EHFS Correlation relieFF Fisher Score t-test MIC RFS Chi-Squared Borda Count Weighted Borda Count Plurality Voting M-DFIFS MI PEFS EFSPF
AN O e e e DI e
P im Gm om  om om om om o
SR B - B B R A v o
35 0.98 0.58 0.72 077 0.35 0.73 0.95
40 0.95 0.71 0.78 0.79 0.51 0.72 0.95
45 0.95 0.71 0.78 0.90 0.57 0.67 0.98
50 0.95 0.77 0.82 0.90 0.64 0.76 0.98
55 1.00 0.66 0.78 0.82 0.60 0.58 0.98
R S R O O o
R A O oo
R - B A A A o
- - B R A v
100 1.00 0.70 0.82 0.86 0.52 077 0.98
Mean 0.92 0.67 0.78 0.84 0.5 0.69 0.90
Win 16/21 0 0 0 0 0 0 8/21
TABLE 8. Fl-score for the Lung dataset.
Number of features ANT-EHFS Correlation relieFF t-test MIC RFS Chi-Squared Borda Count Weighted Borda Count Plurality Voting M-DFIFS PEFS EFSPF
20 0.94 0.72 0.83  0.88 0.72 0.79 0.82 0.70 0.76 0.97
25 0.90 059 070 0.71 0.67 0.66 0.67 0.71 0.86 0.95
30 0.90 062 075 076 0.72 0.67 0.72 0.72 0.89 .90
35 0.92 050 070 088 0.76. 0.64 0.73 0.75 0.90
40 0.89 072 071 092 0.62 0.81 0.73 0.82 0.94
45 0.92 058  0.89 092 0.89 0.87 0.68 0.89 0.94
5 o oot i el T v
2 el I 0 i he om o
% o o o oh S be bm oo
75 0.94 054 087 088 0.70 0.81 0.63 0.89 0.94
80 0.94 067 084 088 0.86 0.84 0.69 0.78 0.94
85 0.94 074 087 090 0.68 0.90 0.71 0.89 0.94
20 0.94 066 096 092 0.68 0.90 0.73 0.88 0.94
95 0.94 046 083  0.70 0.68 0.80 0.75 0.83 0.94
100 0.94 067 089 086 0.86. 0.87 0.75 0.81 0.94
Mean 0.92 062 084 086 0.77 0.81 0.72 0.76 0.80 0.92
Win 10/21 0 121 o 0 0 120 0 0 10/21
TABLE 9. Fl-score for the GLIOMA dataset.
TABLE 10. Wilcoxon trial in term of Average Precision.

Datasets ANT-EHFS Correlation relieFF  Fisher Score t-test MIC RFS Squared Borda Count  Weighted Borda Count  Plurality Voting M-DFIFS MI PEFS EFSPF
J. 7 081 095 093 0.91 0.93 0.94 094 097 0.92 0.95 0.99
ORL 0.77 0.42 0.56 065 036 063 067 0.53 0.65 0.61 052 0.65 0.40 0.72 0.77
Yale 0.52 0.38 0.45 055 032 052 037 0.52 0.44 0.49 053 0.50 0.36 0.52 0.60
WarpPIEO 0.93 0.70 0.79 085 051 085 0.71 0.62 0.72 0.87 0.78 0.78 0.43 0.87 0.90
Lung 0.91 0.86 0.82 087 06 0.86  0.91 0.84 0.79 0.90 091 073 0.81 0.85 0.92
GLIOMA 0.79 0.40 0.54 064 044 056 040 0.62 0.68 0.72 054 0.61 0.58 0.51 0.85

Wilcoxon + + + +  + 4+ + + + + + + +
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