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Abstract. Synchronized systems, have attracted much attention [2] and
extension of them has been of interest since that notion was introduced [3].

One was via half synchronized systems, that is, systems having half syn-

chronizing blocks. In fact, if for a left transitive ray such as · · ·x−1x0m
andmv any block in X one has again · · ·x−1x0mv a left ray in X, thenm

is called half synchronizing. A block m is minimal (half-)synchronizing,

whenever w  m, w is not (half-)synchronizing. Examples with ` mini-
mal (half-)synchronizing blocks have been given for 0 ≤ ` ≤ ∞. To do

this we consider a β-shift and will replace 1 with some blocks ui to have

countable many new systems. Then, we will merge them.
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1. Introduction

One of the most studied dynamical systems is a subshift of finite type (SFT).
An SFT is a system whose set of forbidden blocks is finite [5]. Equivalently, an
SFT X is a subshift whose any block of length greater than a certain number
M is synchronizing, that is, if m is any block with |m| ≥M and if v1m and mv2
are both blocks of X, then v1mv2 is a block of X. If an irreducible system has
at least one synchronizing block, then it is called a synchronized system and
examples are sofics: factors of SFT’s. Synchronized systems, has attracted
much attention [2] and extension of them has been of interest since that notion
was introduced [3]. One was via half synchronized systems, that is, systems
having half synchronizing blocks. In fact, if for a left transitive ray such as
· · ·x−1x0m and mv any block in X one has again · · ·x−1x0mv a left ray in
X, then m is called half synchronizing [3]. Clearly any synchronized system
is half synchronized. Dyke subshifts and certain β-shifts are non-synchronized
but half synchronized systems.

Thomsen in [8] considers a synchronized component of a general subshift
and investigates the approximation of entropy from inside of this synchronized
component by some certain SFT’s. In [6], we gave a new proof for that re-
sult, and in particular, our approach was a constructive approach. Our main
tool was that we consider the minimal synchronizing blocks and minimal half
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synchronizing blocks. Any half synchronized system is coded system. A sub-
shift which has a cover (i.e., it admits some irreducible countable generating
graph) is called a coded system. Examples of coded systems with infinitely
many essentially different synchronizing blocks are introduced.

In this note, we give an example of a coded system with many essentially
different half synchronizing blocks. We do this by some alterations on a no-
synchronized beta shift.

2. Background and definitions

This section is devoted to some basic definitions in symbolic dynamics. The
notations have been taken from [3] and [5] for the relevant concepts.

First, we present some elementary concept from [5]. In this trend we take
attention of the readers to look at the realated papers [1], [7] and [8]. Let A be
an alphabet, that is, a non-empty finite set. The full shift A-shift, denoted by
AZ, is the collection of all bi-infinite sequences of symbols in A. Equip A with
discrete topology and AZ with product topology. A block over A is a finite
sequence of symbols from A. It is convenient to include the sequence of no
symbols, called the empty block which is denoted by ε. If x is a point in AZ

and i ≤ j, then we will denote a block of length j−i+1 by x[i, j] = xixi+1. . .xj .

If n ≥ 1, then un denotes the concatenation of n copies of u, and put u0 = ε.
The shift map σ on the full shift AZ maps a point x to the point y = σ(x)
whose i-th coordinate is yi = xi+1. By our topology, σ is a homeomorphism.
Let F be the collection of all forbidden blocks over A. For a full shift AZ, define
XF to be the subset of sequences in AZ not containing any block from F . A
shift space or a subshift is a subset X of a full shift AZ such that X = XF for
some collection F of forbidden blocks.

Let Wn(X) denote the set of all admissible n-blocks. The language of X
is the collection W (X) = ∪nWn(X). A shift space X is irreducible if for
every ordered pair of blocks u, v ∈ W (X) there is a block w ∈ W (X) so that
uwv ∈ W (X). A shift space X is called a shift of finite type (SFT) if there is
a finite set F of forbidden blocks such that X = XF . A shift of sofic is the
image of an SFT by a factor code (an onto sliding block code). Every SFT is
sofic [5, Theorem 3.1.5], but the converse is not true [5, Page 67].

Let G be a graph with edge set E = E(G) and the set of vertices V = V(G).
The edge shift XG is the shift space over the alphabet A = E defined by

XG =
{
ξ = (ξi)i∈Z ∈ EZ : t(ξi) = i(ξi+1)

}
.

Each edge e initiates at a vertex denoted by i(e) and terminates at a vertex
t(e).

A labeled graph is a pair G = (G, L), where G is a graph with edge set E ,
and the labeling L : E(G) → A assigns to each edge e of G a label L(e) from
the finite alphabet A. For a path π = π0 . . . πk, L(π) = L(π0) . . .L(πk) is the
label of π. πu means a path labeled u.
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Figure 1. The cover G for a synchronized system with in-
finitely many essentially different synchronizing blocks, say
102i−11, i ∈ N.

Let L∞(ξ) be the sequence of bi-infinite labels of a bi-infinite path ξ in G
and set

XG := {L∞(ξ) : ξ ∈ XG} = L∞(XG).

We say G is a presentation or a cover of X = XG . In particular, X is sofic if
and only if X = XG for a finite graph G [5, Proposition 3.2.10].

In this part we collect some information from [3]. Let X be a subshift and
x ∈ X. Then, x+ = (xi)i∈Z+ (resp., x− = (xi)i≤0) is called right (resp., left)
infinite X-ray. Let X+ := {x+ : x ∈ X} and X− := {x− : x ∈ X}. For a left
infinite X-ray, say x−, its follower set is w+(x−) = {x+ ∈ X+ : x−x+ ∈ X}
and for m ∈ W (X) its follower set is w+(m) = {x+ ∈ X+ : mx+ ∈ X+}.
Analogously, we define predecessor sets w−(x+) := {x− ∈ X− : x−x+ ∈ X}
and w−(m) := {x− ∈ X− : x−m ∈ X−}. A block m ∈ W (X) is synchronizing
if whenever um and mv are in W (X), we have umv ∈ W (X). An irreducible
shift space X is synchronized system if it has a synchronizing block. A block
m ∈ W (X) is half synchronizing if there is a left transitive point x ∈ X such
that x[−|m|+1, 0] = m and w+(x(−∞, 0]) = w+(m). A shift space that is the
closure of the set of sequences obtained by freely concatenating the blocks in a
list of countable blocks, called the set of generators, is a coded system [5].

3. Infinite minimal half synchronized systems

Figure 1 gives a cover of a coded system with infinitely many essentially
different synchronizing blocks. We devote this section to bring such an ex-
ample for a half synchronized system. We do this by some alterations on a
no-synchronized beta shift and hence we start with recalling some basic facts
about beta shifts.

Let β be a real number greater than 1. Set

1β := a1a2a3 · · · ∈ {0, 1, 2, . . . , bβc}N,

where a1 = bβc and

ai = bβi(1− a1β−1 − a2β−2 − · · · − ai−1β−i+1)c
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and i ≥ 2. The sequence 1β is the expansion of 1 in the base β, that is,
1 =

∑∞
i=1 aiβ

−i. Let ≤ be the lexiographic ordering of {N ∪ {0}}N. The
sequence 1β has the property that

(1) σk1β ≤ 1β , k ∈ N.
where σ denotes the shift map on {N ∪ {0}}N, which is the β-expansion of 1
for some β ≥ 1. Furthermore, it follows from (1) that

Xβ = {x ∈ {0, 1, . . . , bβc}Z : x[i,∞) < 1β , i ∈ Z}

is a shift space of {0, 1, . . . , bβc}Z, called the β-shift.
We construct an infinite labeled graph Gβ as follows. Take a countable

infinite set of vertices I0, I1, . . .. Let I0 be the base point. Edges an defined as
follows. First, for all i ≥ 0 there is an edge labeled ai with initial vertex Ii and
terminal vertex Ii+1. Also, for every i, for every 0 ≤ c < ai there is an edge
labeled c with initial vertex Ii and terminal vertex I0.

These shifts are symbolic spaces with rich structures. For a more detailed
treatment, see [4].

Theorem 3.1. [4]

(1) If there exists v ∈ W (X) such that v 6⊆ 1β, then Xβ is a synchronized
system.

(2) x+ ∈ (Xβ)+ if and only if the graph contains an infinite path with
labeled x+.

Definition 3.2. Let m be an arbitrary half synchronizing block for X. A block
m is minimal half synchronizing block, whenever w  m, then w is not half
synchronizing. If a shift space X has finitely many minimal half synchronizing
blocks, then we say that X is a FmHalfSyn system; otherwise, it is called an
ImHalfSyn system.

Example 3.3. (1) The block 1 is minimal half synchronizing for any S-
gap shift X(S) and no other minimal half synchronizing block exist
which means that X(S) is a FmHalfSyn.

(2) The Dyke system and beta shifts are FmHalfSyn [3, Example 0.10].
For these systems, any block is half synchronizing and so any character
is a minimal half synchronizing block. (See [3] for definition of Dyke
system).

3.1. Constructing an example with infinitely many minimal half syn-
chronizing blocks. To do this we consider a β-shift on {0, 1} and will replace
1 with some blocks ui, i ∈ N to have countable many new systems. Then, we
will merge them in a way explicitly explained below.

For n ∈ N, let Gn = (Gn,Ln) be a labeled graph with edge set En and
vertex set Vn. Let V be a countable partition on ∪Vn. Let G = ∨nGn be a
graph whose vertex set is V . If there is an edge labeled a from I to J for some
I, J ∈ Vn, then put an edge labeled a from [I] to [J ] in V . Denote by ∨nXn
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Figure 2. From left to right G1,G2.
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Figure 3. The merged graph G1 ∨ G2.

the coded space whose cover is ∨nGn. See Figure 2 for V1∪V2 = {I0, I1, I2, I3}
and V = {{I0}, {I1, I2}, {I3}}.

Let X be a shift space over A and let B be a finite subset of N ∪ {0} such
that B ∩ A = ∅. Fix a ∈ A and u ∈W (BZ).

We construct a new shift space from X denoted by Xu↪→a by replacing u for
a whenever a appears in x ∈ X or block in X. For instance, if

m = m1 . . .mi−1ami+1 . . .ml ∈W (X)

then
m1 . . .mi−1umi+1 . . .ml ∈W (Xu↪→a)

and is denoted by mu↪→a. The same can be done for x ∈ X and so xu↪→a ∈
Xu↪→a is well defined. Also in a natural way from a cover G (resp., G) for X, we
can define Gu↪→a( resp., Gu↪→a). For instance, Figure 4 is a cover for a β-shift
and Figure 5 is its ui-merge cover.

Example 3.4. Let 1β = 110100 . . .. Pick a = 1 and ui = 542i−15232i−12.
Then, Figures 4 and 5 show G := Gβ and Gui↪→a.

At this stage we have all the requirements for establishing our ImHalfsyn
example. Pick β > 1 such that Xβ = XG is not synchronized and 1β ⊆ {0, 1}N.
Let a = 1, ui = 542i−15232i−12 and Xi := (Xβ)ui↪→a = XGui↪→a . We shall need
the following lemma.

Lemma 3.5. For all i ∈ N, Xi is a non-synchronized system.

Proof. Let mui↪→a is a synchronizing block for Xi. Choose m′ ⊆ m such that
mui↪→a ⊆ uim

′
ui↪→aui = (am′a)ui↪→a. Set m′′ := am′a. This m′′ui↪→a is a

synchronizing block for Xi.
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Figure 4. The graph G of the beta-shift with 1β = 110100 . . ..
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Figure 5. The graph Gui↪→a. Here Iij , is the terminating
vertex for the jth occurrence of ui.

Let vm′′,m′′w ∈W (Xβ). Then,

vui↪→am
′′
ui↪→a = (vm′′)ui↪→a, m

′′
ui↪→awui↪→a = (m′′w)ui↪→a ∈W (Xi)

and so
(vm′′w)ui↪→a = vui↪→am

′′
ui↪→awui↪→a ∈W (Xi).

This means vm′′w ∈ W (Xβ). So m′′ is a synchronizing block for Xβ that is
absurd. �

By Lemma 3.5, Xi is not synchronized. Let Ii0 be the base point for Gui↪→a
as Ii0 in Figure 5 and Let Ai = {Ii1, Ii2, . . .} be the set of all vertices in Gui↪→a
which are the terminal vertex of a path labeled ui as Iij , j ≥ 1 in Figure 5.

Now we introduce the cover H of our system. To picture out H, in Figure
4, at any Ij , j ≥ 1 paste all the base point of (G)ui↪→1, i ≥ 1. We call H′ the
cover consisting of all (G)ui↪→a, i ≥ 1 glued at their base points and call the
glued vertex B. Hence, H consists of G where at each Ij , j ≥ 1. H′ is pasted
by identifying Ij , j ≥ 1 and B. Figure 6 shows H for 1β = 110100 . . . and
i = 1, 2.

Theorem 3.6. Let H be as above. Then, XH is a non-synchronized but an
ImHalfSyn system.

Proof. Let ui = 452i−14232i−12 be as in Example 3.4. We prove the proposition
by showing that

(1) Any block in A = {232i−12 ⊆ ui : i ∈ N} is a minimal half synchroniz-
ing block.

(2) XH is not a synchronized system.
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Figure 6. The cover H for a half synchronized system with
infinitely many minimal half synchronizing blocks, say 0, 1, 5
and 232i−12 ⊆ ui, i = 1, 2.

Set

G := {L(π) : π is a path in H and i(π) = t(π) = I1 ∈ VGβ ⊆ VH}

and let G∗ := {v1, v2, . . .} be the set of all finite concatenation of paths in
G. Set x− := · · · vlvl−1 · · · v2v1542i−15232i−12, vl ∈ G∗. Note that x− is left
transitive. By our construction which rely on the properties of beta shifts,
w+(x−) = w+(232i−12). Hence u′i = 232i−12 is a half synchronizing block for
XH.

To prove (i), we show that neither 23j nor 3j2 are half synchronizing. Let
23j be a half synchronizing block where j ≥ 0. So there is a left transitive
point x ∈ XH such that x[−j, 0] = 23j and w+(x−) = w+(23j). But any left

infinite path terminating at 23j , must terminate at a path labeled 542i−1523j ,
j ≤ 2i − 1. Now let k := 2i − 1 − j. Then, 3k+2 ∈ w+(23j); such that
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3k+2 6∈ w+(x−). Thus 23i is not a half synchronizing block. Similar reasoning
works for 3j2.

For (ii), let m be a synchronizing block for XH. Then, there is a cycle C
containing m and passing through I0. Let mC be the label of this cycle which
is again synchronizing. Also there is a cycle C ′ ⊆ C which completely lies in
G := Gβ , that is, C ′ does not contain any edge of any H′ pasted at Ij , j ≥ 1.
Call mC′ the labeled of C ′. We will show that this mC′ must be a synchronizing
block for Xβ = XG which is absurd. Let umC′ and mC′v be blocks in Xβ . Our
construction implies that whenever a path πmC′ labeled mC′ appears in G, then
must be a path πmC labeled mC appears in H containing πmC′ and conversely.
Then, umCv as well as umC′v must be admissible. �

Note that in this paper, all figures were drawn by author.

4. Conclusion

Figure 6 gives a cover of a system with five set of minimal half synchronizing
blocks. One can easily do this for finitely many such minimal set of blocks. In
fact let ni ∈ N ∪ {0, ∞}, i = 1, 2. Then, it is not hard to see that there is a
system with n1 minimal synchronizing blocks and n2 minimal half synchroniz-
ing blocks. Proposition 3.6 gives an example for n1 = 0 and n2 = ∞. Now if
we add cycles labeled 672i−16, i ∈ N ∪ {0, ∞} and passing through the vertex
I0, the required minimal synchronizing blocks has been provided.
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