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Abstract. This paper extends the notion of weak convergence in metric

spaces to the case of S-metric spaces. Moreover, some results on the weak
convergence of fixed point iterations of Banach’s, Kannan’s, Chatterjea’s,

Reich’s, Hardy and Roger’s types of contractions on S-metric spaces are

obtained. In addition, an example is presented to demonstrate our pri-
mary result.
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1. Introduction

In both pure and applied mathematics, metric spaces are crucial. There have
been so many attempts to find generalized metric spaces. Several authors have
investigated fixed point results on various generalized metric spaces. Dhage
introduced the concept of 2-metric space in [2]. The concept of D-metric space
was introduced by G¨ahler in [4]. These two attempts have some drawbacks,
see for example [12, 14]. So, G-metric space was introduced by Mustafa, and
Sims in [11]. There are many articles on fixed point theory in G-metric spaces;
see [13,19]. Sedghi et. al., modified the concept of D-metric spaces to D∗-metric
spaces in [22].

The concept of S-metric space was introduced by Sedghi et al in [21]. A
S-metric is a real valued mapping on N3, for some set N 6= ∅, where the map
represents the perimeter of the triangle. Also, giving examples to every G-
metric is a D∗ metric and every D∗-metric is a S-metric in [21]. There are
many articles on fixed point theory in S-metric spaces; see [3, 15,16,20,23].

The idea of weak convergence in normed spaces was expanded to metric
spaces by Raj and Moorthy [17]. Some results regarding the weak convergence
of fixed point iterations of contractions on cone metric spaces were proved by
Moorthy and Siva [10].

Weak convergence in metric spaces has been expanded to S-metric spaces in
this article. Also, we consider the S-metric of the type S(κ,$, ρ) = sup{Si(κ,$, ρ) :
i ∈ I} on a set N 6= ∅, where each Si is a semi S-metric (i.e, Si(κ,$, ρ) = 0
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need not imply κ = $ = ρ) on N , ∀i, in a directed set (I,≤), and when Si ≤ Sj
whenever i ≤ j.

In the context of this article, weak convergence refers to the convergence of
fixed point contraction iterations on S-metric spaces through each Si.

2. S-Metric Spaces and Preliminaries

Definition 2.1. [21] Let N 6= ∅ be a set. The mapping S : N3 → [0,∞) is
said to be a S-metric if

(1) S(κ,$, ρ) ≥ 0, for all κ,$, ρ ∈ N and
(2) S(κ,$, ρ) = 0 if and only if(or,iff) κ = $ = ρ, for all κ,$, ρ ∈ N ; and
(3) S(κ,$, ρ) ≤ S(κ, κ, σ) + S($,$, σ) + S(ρ, ρ, σ), for all κ,$, ρ, σ ∈ N.

Then (N,S) is called an S-metric space(or, SMS).
Moreover, The mapping S is said to be a semi S-metric on N if S satisfies (1),
(3) and κ = $ = ρ implies S(κ,$, ρ) = 0 but S(κ,$, ρ) = 0 need not imply
κ = $ = ρ. Then (N,S) is called a semi S-metric space(or, SSMS).

Example 2.2. Let d be an ordinary metric on N 6= ∅, then S(κ,$, ρ) =
d(κ,$) + d($, ρ) + d(ρ, κ) is a S-metric on N .

Lemma 2.3. [21] Let S be a S-metric on N , then S(κ, κ,$) = S($,$, κ).

Definition 2.4. [21] Suppose (N,S) is a SMS. Let {κn} be a sequence in N .
(i) {κn} is said to be convergent if for every ε > 0, there exists a positive integer
n0 such that ∀ n > n0, S(κn, κn, κ) < ε, for some κ ∈ N .
(ii) {κn} is said to be a Cauchy sequence if for any ε > 0, there exists a positive
integer n0 such that ∀ n,m > n0, S(κn, κn, κm) < ε.

Remark 2.5. Let {κn} be a sequence in N . Then {κn} is said to be conver-
gent to κ iff S(κn, κn, κ) → 0 as n → ∞, and {κn} is said to be Cauchy iff
S(κn, κn, κm)→ 0 as n,m→∞,

Definition 2.6. [21] An SMS (N,S) is said to be complete if every Cauchy
sequence is convergent in N .

Remark 2.7. Definitions 2.4 and 2.6 can be extended for semi S-metrics and
Remark 2.5 is also true in semi S-metric spaces(or, SSMSs).

Definition 2.8. If Si is a semi S-metric on a N 6= ∅, then (N,Si) is called
complete if every Cauchy sequence is convergent in (N,Si).

According to Remark 2.5, we have the next Remark 2.9.

Remark 2.9. Let a sequence {κn} in N such that Si(κn, κn, κm) → 0 as
n,m→∞, there exists a point κ in N such that Si(κn, κn, κ)→ 0 as n→∞.
Then (N,Si) is called complete SSMS.
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3. Fundamental Results

In order to obtain extensions for weak convergence of fixed point iterations
of contractions on SMSs, the following theorems (3.1, 3.2, 3.3, 3.4, and 3.5) are
applied.
Theorem 3.1 is a generalized version of Theorem 3.3 of [21], for SSMSs.

Theorem 3.1. [21] Let (N,Si) be a complete SSMS. Suppose H : N → N
is a given function such that Si(Hκ,Hκ,H$) ≤ lSi(κ, κ,$), ∀κ,$ ∈ N , for
some l ∈ (0, 1). Fix κ0 ∈ N and define κ1, κ2, κ3,... by κn+1 = Hκn, ∀n =
0, 1, 2, 3, .... Then there exists a member κ∗ in N such that Si(κn, κn, κ

∗)→ 0
as n → ∞ and Si(Hκ

∗, Hκ∗, κ∗) = 0. Furthermore, if Si is a S-metric, then
H has a unique fixed point(or, UFP) in N .

The Theorem 3.2 is a generalized version of Corollary 2.8 of [20], for SSMSs.

Theorem 3.2. [20] Let (N,Si) be a complete SSMS. Suppose H : N → N is a
given function such that Si(Hκ,Hκ,H$) ≤ l(Si(Hκ,Hκ, κ)+Si(H$,H$,$)),
∀κ,$ ∈ N , for some l ∈ (0, 12 ). Fix κ0 ∈ N and define κ1, κ2, κ3,... by
κn+1 = Hκn, ∀n = 0, 1, 2, 3, .... Then there exists a member κ∗ in N such that
Si(κn, κn, κ

∗)→ 0 as n→∞ and Si(Hκ
∗, Hκ∗, κ∗) = 0. Furthermore, if Si is

a S-metric, then H has a UFP in N .

The Theorem 3.3 is a generalized version of Corollary 2.15 of [20], for SSMSs.

Theorem 3.3. [20] Let (N,Si) be a complete SSMS. Suppose H : N → N is a
given function such that Si(Hκ,Hκ,H$) ≤ l(Si(Hκ,Hκ,$)+Si(H$,H$, κ)),
∀κ,$ ∈ N , for some l ∈ (0, 13 ). Fix κ0 ∈ N and define κ1, κ2, κ3,... by
κn+1 = Hκn, ∀n = 0, 1, 2, 3, .... Then there exists a member κ∗ in N such that
Si(κn, κn, κ

∗)→ 0 as n→∞ and Si(Hκ
∗, Hκ∗, κ∗) = 0. Furthermore, if Si is

a S-metric, then H has a UFP in N .

The Theorem 3.4 is a generalized version of theorem 2.17 of [20], for SSMSs.

Theorem 3.4. [20] Let (N,Si) be a complete SSMS. Suppose H : N → N
is a given function such that Si(Hκ,Hκ,H$) ≤ pSi(κ, κ,$) + lSi($,$,Hκ),
∀κ,$ ∈ N , for some p, l ∈ (0, 13 ). Fix κ0 ∈ N and define κ1, κ2, κ3,... by
κn+1 = Hκn, ∀n = 0, 1, 2, 3, .... Then there exists a point κ∗ in N such that
Si(κn, κn, κ

∗)→ 0 as n→∞ and Si(Hκ
∗, Hκ∗, κ∗) = 0. Furthermore, if Si is

a S-metric, then H has a UFP in N .

The Theorem 3.5 is a generalized version of theorem 2.19 of [20], for SSMSs.

Theorem 3.5. [20] Let (N,Si) be a complete SSMS. Suppose H : N → N is
a given function such that Si(Hκ,Hκ,H$) ≤ l[Si(κ, κ,$) + Si(Hκ,Hκ, κ) +
Si(H$,H$,$) + Si(Hκ,Hκ,$) + Si(H$,H$, κ)], ∀κ,$ ∈ N , for some l ∈
(0, 13 ). Fix κ0 ∈ N and define κ1, κ2, κ3,... by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ....
Then there exists a point κ∗ in N such that Si(κn, κn, κ

∗)→ 0 as n→∞ and
Si(Hκ

∗, Hκ∗, κ∗) = 0. Furthermore, if Si is a S-metric, then H has a UFP in
N .
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4. Main Results

In this section, we establish a few theorems regarding the weak convergence
of fixed point iterations of various contraction types in an SMS.

Assumption 4.1. Let N 6= ∅ be an SMS with a S-metric S. Suppose (Si)i∈I
is a family of semi S-metrics on N such that S(κ, κ,$) = sup

i∈I
Si(κ, κ,$), ∀

κ,$ ∈ N . Suppose further that (I,≤) is a directed set such that Si(κ, κ,$) ≤
Sj(κ, κ,$), ∀ κ,$ ∈ N , whenever i ≤ j in I.

Assumption 4.2. Consider a set of the form Zi = {$ ∈ N : Si(κi, κi, $) =
0} 6= ∅, for some κi ∈ N . It is called an i-zero set. If (Zi)i∈I is a collection of
i-zero sets such that Zi ⊇ Zj , for i ≤ j in I, then

⋂
i∈I

Zi 6= ∅

For the next five theorems, assumptions 4.1 and 4.2 are assumed to be true.
The next result considers Banach’s contraction [8] for SMSs.

Theorem 4.3. Suppose (li)i∈I is a collection of numbers in (0, 1). Let H be a
function on N to itself such that Si(Hκ,Hκ,H$) ≤ liSi(κ, κ,$), ∀κ,$ ∈ N ,
∀i ∈ I. Let’s assume that every (N,Si) is a complete SSMS, ∀i ∈ I. Then there
exists a UFP κ∗ of H in N . Furthermore, if κ0 ∈ N is fixed and κ1, κ2, κ3,...
are defined by κn+1 = Hκn, ∀n = 0, 1, 2, 3..., then Si(κn, κn, κ

∗) → 0 as n →
∞, ∀i ∈ I.

Proof. Let κ0 ∈ N , and set κ1, κ2, κ3,...in N by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ....
Then, by Theorem 3.1, there is a point κ∗i ∈ N such that Si(κn, κn, κi

∗) →
0 as n → ∞ and Si(Hκi

∗, Hκi
∗, κi

∗) = 0, ∀i ∈ I. Take Zi = {κ ∈ N :
Si(κi

∗, κi
∗, κ) = 0}, an i-zero set, for every i ∈ I.

For i ≤ j in I, if κ ∈ Zj , then we get

0 ≤ Si(κi∗, κi∗, κ) ≤ 2Si(κi
∗, κi

∗, κn) + Si(κ, κ, κn)

= 2Si(κi
∗, κi

∗, κn) + Si(κn, κn, κ)

≤ 2Si(κi
∗, κi

∗, κn) + 2Sj(κn, κn, κj
∗) + Sj(κ, κ, κj

∗),

and Si(κi
∗, κi

∗, κ) ≤ 2Si(κn, κn, κi
∗) + 2Sj(κn, κn, κj

∗) + Sj(κj
∗, κj

∗, κ).

Since 2Si(κn, κn, κi
∗)+2Sj(κn, κn, κj

∗)→ 0 as n→∞, we get Si(κi
∗, κi

∗, κ) =
0. Hence, Zj ⊆ Zi, for i ≤ j in I, and by Assumption 4.2, we have

⋂
i∈I

Zi 6= ∅.

Let κ∗ ∈
⋂
i∈I

Zi, then

0 ≤ Si(κn, κn, κ∗) ≤ 2Si(κn, κn, κi
∗) + Si(κ

∗, κ∗, κi
∗) = 2Si(κn, κn, κi

∗).
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Since Si(κn, κn, κi
∗)→ 0 as n→∞, ∀i ∈ I, then we get Si(κn, κn, κ

∗)→ 0 as
n→∞, ∀i ∈ I. Moreover,

0 ≤ Si(κ
∗, κ∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(Hκ
∗, Hκ∗, κi

∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(κi
∗, κi

∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + 2Si(κi
∗, κi

∗, Hκi
∗) + Si(Hκ

∗, Hκ∗, Hκi
∗)

= 2Si(κi
∗, κi

∗, κ∗) + 2Si(Hκi
∗, Hκi

∗, κi
∗) + Si(Hκi

∗, Hκi
∗, Hκ∗)

≤ liSi(κi
∗, κi

∗, κ∗) = 0,∀i ∈ I.
Therefore, Si(κ

∗, κ∗, Hκ∗) = 0, ∀i ∈ I. By Assumption 4.1, we haveHκ∗ = κ∗.
Furthermore, if $∗ = H$∗, for some $∗ ∈ N ,

0 ≤ Si(κ∗, κ∗, $∗) = Si(Hκ
∗, Hκ∗, H$∗) ≤ liSi(κ∗, κ∗, $∗),∀i ∈ I
≤ (li)

mSi(κ
∗, κ∗, $∗),∀m ∈ N,∀i ∈ I.

Since (li)
mK → 0 as m→∞, Si(κ

∗, κ∗, $∗) = 0, ∀i ∈ I. By Assumption 4.1,
we have κ∗ = $∗. �

Theorem 2.1 of [17] is generalized in Theorem 4.3.

Example 4.4. Let N be the collection of all bounded continuous real valued
functions on the real line R, and S : N3 → [0,∞) be defined by S(f, g, h) =
sup
κ∈R
|f(κ) − h(κ)| + sup

κ∈R
|g(κ) − h(κ)|, ∀f, g, h ∈ N . Then (N,S) is a complete

SMS.
For each i = 1, 2, ..., define Vi = (−∞,−1− 1

3i ]∪ [−1 + 1
3i , 1−

1
3i ]∪ [1 + 1

3i ,∞),
and let Si(f, g, h) = sup

κ∈Vi

{|f(κ) − h(κ)|} + sup
κ∈Vi

{|g(κ) − h(κ)|}, ∀f, g, h ∈ N .

Define H : N → N by (H(f))(κ) = κf(κ), if |κ| ≤ 1, and (H(f))(κ) = f(κ)
κ if

|κ| ≥ 1.
For f, g ∈ N , we have

Si((H(f))(κ), (H(f))(κ), (H(g))(κ)) ≤ liSi(f(κ), f(κ), g(κ)),

where li = max
{

1
1+ 1

3i
, 1− 1

3i

}
, ∀i ∈ I.

Note that S(f, g, h) = sup
i∈I

Si(f, g, h), ∀f, g, h ∈ N , with I = {1, 2, ...}, which

is a directed set under the usual ordering relation. Then, with the exception
of Assumption 4.2, all of the conditions of Theorem 4.3 are fulfilled with li =

max
{

1
1+ 1

3i
, 1 − 1

3i

}
. Moreover, the zero function is UFP. Furthermore, the

weak convergence to the zero function is guaranteed if the iteration process is
started with the constant function 1.

The next result considers Kannan’s contraction [7] for SMSs.

Theorem 4.5. Suppose (li)i∈I is a collection of numbers in (0, 12 ). Let H
be a function on N to itself such that Si(Hκ,Hκ,H$) ≤ li(Si(Hκ,Hκ, κ) +
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Si(H$,H$,$)), ∀κ,$ ∈ N , ∀i ∈ I. Let’s assume that every (N,Si) is a
complete SSMS, ∀i ∈ I. Then there exists a UFP κ∗ of H in N . Furthermore, if
κ0 ∈ N is fixed and κ1, κ2, κ3,... are defined by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ...,
then Si(κn, κn, κ

∗)→ 0 as n→∞, ∀i ∈ I.

Proof. Let κ0 ∈ N , and set κ1, κ2, κ3,...in N by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ....
Then, by Theorem 3.2, there is a point κ∗i ∈ N such that Si(κn, κn, κi

∗) →
0 as n → ∞ and Si(Hκi

∗, Hκi
∗, κi

∗) = 0, ∀i ∈ I. Take Zi = {κ ∈ N :
Si(κi

∗, κi
∗, κ) = 0}, an i-zero set, for every i ∈ I.

For i ≤ j in I, if κ ∈ Zj , then we get

0 ≤ Si(κi∗, κi∗, κ) ≤ 2Si(κi
∗, κi

∗, κn) + Si(κ, κ, κn)

= 2Si(κi
∗, κi

∗, κn) + Si(κn, κn, κ)

≤ 2Si(κi
∗, κi

∗, κn) + 2Sj(κn, κn, κj
∗) + Sj(κ, κ, κj

∗),

and Si(κi
∗, κi

∗, κ) ≤ 2Si(κn, κn, κi
∗) + 2Sj(κn, κn, κj

∗) + Sj(κj
∗, κj

∗, κ).

Since 2Si(κn, κn, κi
∗)+2Sj(κn, κn, κj

∗)→ 0 as n→∞, we get Si(κi
∗, κi

∗, κ) =
0. Hence, Zj ⊆ Zi, for i ≤ j in I, and by Assumption 4.2, we have

⋂
i∈I

Zi 6= ∅.

Let κ∗ ∈
⋂
i∈I

Zi, then

Si(κn, κn, κ
∗) ≤ 2Si(κn, κn, κi

∗) + Si(κ
∗, κ∗, κi

∗) = 2Si(κn, κn, κi
∗).

Since Si(κn, κn, κi
∗)→ 0 as n→∞, ∀i ∈ I, then we get Si(κn, κn, κ

∗)→ 0 as
n→∞, ∀i ∈ I. Moreover,

0 ≤ Si(κ
∗, κ∗, Hκ∗)2Si(κ

∗, κ∗, κi
∗) + Si(Hκ

∗, Hκ∗, κi
∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(κi
∗, κi

∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + 2Si(κi
∗, κi

∗, Hκi
∗) + Si(Hκ

∗, Hκ∗, Hκi
∗)

= 2Si(κi
∗, κi

∗, κ∗) + 2Si(Hκi
∗, Hκi

∗, κi
∗) + Si(Hκi

∗, Hκi
∗, Hκ∗)

≤ li[Si(Hκi
∗, Hκi

∗, κi
∗) + Si(Hκ

∗, Hκ∗, κ∗)].

≤ (li)
mSi(κ

∗, κ∗, Hκ∗),∀m ∈ N,∀i ∈ I.

Since (li)
mK → 0 as m → ∞, Si(κ

∗, κ∗, Hκ∗) = 0, ∀i ∈ I. By Assumption
4.1, we have Hκ∗ = κ∗. Furthermore, if $∗ = H$∗, for some $∗ ∈ S, then

0 ≤ Si(κ∗, κ∗, $∗) = Si(Hκ
∗, Hκ∗, H$∗) ≤

li[Si(Hκ
∗, Hκ∗, κ∗) + Si(H$

∗, H$∗, $∗)],∀i ∈ I,

and Si(κ
∗, κ∗, $∗) = 0, ∀i ∈ I. By Assumption 4.1, we have κ∗ = $∗. �

The next result considers Chatterjea’s contraction [1] for SMSs.

Theorem 4.6. Suppose (li)i∈I is a collection of numbers in (0, 13 ). Let H
be a function on N to itself such that Si(Hκ,Hκ,H$) ≤ li(Si(Hκ,Hκ,$) +
Si(H$,H$, κ)), ∀κ,$ ∈ N , ∀i ∈ I. Let’s assume that every (N,Si) is a
complete SSMS, ∀i ∈ I. Then there exists a UFP κ∗ of H in N . Furthermore, if
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κ0 ∈ N is fixed and κ1, κ2, κ3,... are defined by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ...,
then Si(κn, κn, κ

∗)→ 0 as n→∞, ∀i ∈ I.

Proof. Let κ0 ∈ N , and set κ1, κ2, κ3,...in N by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ....
Then, by Theorem 3.3, there is a point κ∗i ∈ N such that Si(κn, κn, κi

∗) →
0 as n → ∞ and Si(Hκi

∗, Hκi
∗, κi

∗) = 0, ∀i ∈ I. Take Zi = {κ ∈ N :
Si(κi

∗, κi
∗, κ) = 0}, an i-zero set, for every i ∈ I.

For i ≤ j in I, if κ ∈ Zj , then we get

0 ≤ Si(κi∗, κi∗, κ) ≤ 2Si(κi
∗, κi

∗, κn) + Si(κ, κ, κn)

= 2Si(κi
∗, κi

∗, κn) + Si(κn, κn, κ)

≤ 2Si(κi
∗, κi

∗, κn) + 2Sj(κn, κn, κj
∗) + Sj(κ, κ, κj

∗),

and Si(κi
∗, κi

∗, κ) ≤ 2Si(κn, κn, κi
∗) + 2Sj(κn, κn, κj

∗) + Sj(κj
∗, κj

∗, κ).

Since 2Si(κn, κn, κi
∗)+2Sj(κn, κn, κj

∗)→ 0 as n→∞, we get Si(κi
∗, κi

∗, κ) =
0. Hence, Zj ⊆ Zi, for i ≤ j in I, and by Assumption 4.2, we have

⋂
i∈I

Zi 6= ∅.

Let κ∗ ∈
⋂
i∈I

Zi, then

0 ≤ Si(κn, κn, κ∗) ≤ 2Si(κn, κn, κi
∗) + Si(κ

∗, κ∗, κi
∗) = 2Si(κn, κn, κi

∗).

Since Si(κn, κn, κi
∗)→ 0 as n→∞, ∀i ∈ I, then we get Si(κn, κn, κ

∗)→ 0 as
n→∞, ∀i ∈ I. Moreover,

0 ≤ Si(κ
∗, κ∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(Hκ
∗, Hκ∗, κi

∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(κi
∗, κi

∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + 2Si(κi
∗, κi

∗, Hκi
∗) + Si(Hκ

∗, Hκ∗, Hκi
∗)

= 2Si(κi
∗, κi

∗, κ∗) + 2Si(Hκi
∗, Hκi

∗, κi
∗) + Si(Hκi

∗, Hκi
∗, Hκ∗)

≤ li[Si(Hκi
∗, Hκi

∗, κ∗) + Si(Hκ
∗, Hκ∗, κi

∗)].

≤ li[2Si(Hκi
∗, Hκi

∗, κi
∗) + 2Si(Hκ

∗, Hκ∗, κ∗) + 2Si(κi
∗, κi

∗, κ∗)]

= (2li)
mSi(κ

∗, κ∗, Hκ∗),∀m ∈ N,∀i ∈ I.

Since (2li)
m → 0 as m→∞, Si(κ

∗, κ∗, Hκ∗) = 0, ∀i ∈ I. By Assumption 4.1,
we have Hκ∗ = κ∗. Furthermore, if $∗ = H$∗, for some $∗ ∈ S, then

0 ≤ Si(κ∗, κ∗, $∗) = Si(Hκ
∗, Hκ∗, H$∗)

≤ li[Si(Hκ
∗, Hκ∗, $∗) + Si(H$

∗, H$∗, κ∗)],

≤ 2liSi(κ
∗, κ∗, $∗)

≤ (2li)
mSi(κ

∗, κ∗, $∗)∀i ∈ I,

Since (2li)
mK → 0 as m → ∞, Si(κ

∗, κ∗, $∗) = 0, ∀i ∈ I. By Assumption
4.1, we have κ∗ = $∗. �

Theorem 4.7. Suppose (pi)i∈I and (li)i∈I are two collections of numbers
in (0, 13 ). Let H be a function on N to itself such that Si(Hκ,Hκ,H$) ≤
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piSi(κ, κ,$) + liSi($,$,Hκ), ∀κ,$ ∈ N , ∀i ∈ I. Let’s assume that every
(N,Si) is a complete SSMS, ∀i ∈ I. Then there exists a UFP κ∗ of H in N .
Furthermore, if κ0 ∈ N is fixed and κ1, κ2, κ3,... are defined by κn+1 = Hκn,
∀n = 0, 1, 2, 3, ..., then Si(κn, κn, κ

∗)→ 0 as n→∞, ∀i ∈ I.

Proof. Let κ0 ∈ N , and set κ1, κ2, κ3,...in N by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ....
Then, by Theorem 3.4, there is a point κ∗i ∈ N such that Si(κn, κn, κi

∗) →
0 as n → ∞ and Si(Hκi

∗, Hκi
∗, κi

∗) = 0, ∀i ∈ I. Take Zi = {κ ∈ N :
Si(κi

∗, κi
∗, κ) = 0}, an i-zero set, for every i ∈ I.

For i ≤ j in I, if κ ∈ Zj , then we get

0 ≤ Si(κi∗, κi∗, κ) ≤ 2Si(κi
∗, κi

∗, κn) + Si(κ, κ, κn)

= 2Si(κi
∗, κi

∗, κn) + Si(κn, κn, κ)

≤ 2Si(κi
∗, κi

∗, κn) + 2Sj(κn, κn, κj
∗) + Sj(κ, κ, κj

∗),

and Si(κi
∗, κi

∗, κ) ≤ 2Si(κn, κn, κi
∗) + 2Sj(κn, κn, κj

∗) + Sj(κj
∗, κj

∗, κ).

Since 2Si(κn, κn, κi
∗)+2Sj(κn, κn, κj

∗)→ 0 as n→∞, we get Si(κi
∗, κi

∗, κ) =
0. Hence, Zj ⊆ Zi, for i ≤ j in I, and by Assumption 4.2, we have

⋂
i∈I

Zi 6= ∅.

Let κ∗ ∈
⋂
i∈I

Zi, then

0 ≤ Si(κn, κn, κ∗) ≤ 2Si(κn, κn, κi
∗) + Si(κ

∗, κ∗, κi
∗) = 2Si(κn, κn, κi

∗).

Since Si(κn, κn, κi
∗)→ 0 as n→∞, ∀i ∈ I, then we get Si(κn, κn, κ

∗)→ 0 as
n→∞, ∀i ∈ I. Moreover,

0 ≤ Si(κ
∗, κ∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(Hκ
∗, Hκ∗, κi

∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(κi
∗, κi

∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + 2Si(κi
∗, κi

∗, Hκi
∗) + Si(Hκ

∗, Hκ∗, Hκi
∗)

= 2Si(κi
∗, κi

∗, κ∗) + 2Si(Hκi
∗, Hκi

∗, κi
∗) + Si(Hκi

∗, Hκi
∗, Hκ∗)

≤ piSi(κi
∗, κi

∗, κ∗) + liSi(κ
∗, κ∗, Hκi

∗),

≤ liSi(κ
∗, κ∗, κi

∗) + liSi(κi
∗, κi

∗, Hκi
∗) = 0,∀i ∈ I.

Hence, Si(κ
∗, κ∗, Hκ∗) = 0, ∀i ∈ I. By Assumption 4.1, we have Hκ∗ = κ∗.

Furthermore, if $∗ = H$∗, for some $∗ ∈ N ,

0 ≤ Si(κ∗, κ∗, $∗) = Si(Hκ
∗, Hκ∗, H$∗)

≤ piSi(κ
∗, κ∗, $∗) + liSi($

∗, $∗, Hκ∗),∀i ∈ I
≤ (pi + li)

mSi(κ
∗, κ∗, $∗),∀m ∈ N,∀i ∈ I.

Since (pi + li)
m → 0 as m → ∞, Si(κ

∗, κ∗, $∗) = 0, ∀i ∈ I. By Assumption
4.1, we have κ∗ = $∗. �

The next result considers Hardy and Roger’s contraction [6] for SMSs.
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Theorem 4.8. Suppose (li)i∈I is a collection of numbers in (0, 13 ). Let H
be a function on N to itself such that Si(Hκ,Hκ,H$) ≤ li[Si(κ, κ,$) +
Si(Hκ,Hκ, κ) + Si(H$,H$,$) + Si(Hκ,Hκ,$) + Si(H$,H$, κ)], ∀κ,$ ∈
N , ∀i ∈ I. Let’s assume that every (N,Si) is a complete SSMS, ∀i ∈ I.
Then there exists a UFP κ∗ of H in N . Furthermore, if κ0 ∈ N is fixed and
κ1, κ2, κ3,... are defined by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ..., then Si(κn, κn, κ

∗)→
0 as n→∞, ∀i ∈ I.

Proof. Let κ0 ∈ N , and set κ1, κ2, κ3,...in N by κn+1 = Hκn, ∀n = 0, 1, 2, 3, ....
Then, by Theorem 3.5, there is a point κ∗i ∈ N such that Si(κn, κn, κi

∗) →
0 as n → ∞ and Si(Hκi

∗, Hκi
∗, κi

∗) = 0, ∀i ∈ I. Take Zi = {κ ∈ N :
Si(κi

∗, κi
∗, κ) = 0}, an i-zero set, for every i ∈ I.

For i ≤ j in I, if κ ∈ Zj , then we get

0 ≤ Si(κi∗, κi∗, κ) ≤ 2Si(κi
∗, κi

∗, κn) + Si(κ, κ, κn)

= 2Si(κi
∗, κi

∗, κn) + Si(κn, κn, κ)

≤ 2Si(κi
∗, κi

∗, κn) + 2Sj(κn, κn, κj
∗) + Sj(κ, κ, κj

∗),

and Si(κi
∗, κi

∗, κ) ≤ 2Si(κn, κn, κi
∗) + 2Sj(κn, κn, κj

∗) + Sj(κj
∗, κj

∗, κ).

Since 2Si(κn, κn, κi
∗)+2Sj(κn, κn, κj

∗)→ 0 as n→∞, we get Si(κi
∗, κi

∗, κ) =
0. Hence, Zj ⊆ Zi, for i ≤ j in I, and by Assumption 4.2, we have

⋂
i∈I

Zi 6= ∅.

Let κ∗ ∈
⋂
i∈I

Zi, then

0 ≤ Si(κn, κn, κ∗) ≤ 2Si(κn, κn, κi
∗) + Si(κ

∗, κ∗, κi
∗) = 2Si(κn, κn, κi

∗).

Since Si(κn, κn, κi
∗)→ 0 as n→∞, ∀i ∈ I, then we get Si(κn, κn, κ

∗)→ 0 as
n→∞, ∀i ∈ I. Moreover,

0 ≤ Si(κ
∗, κ∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(Hκ
∗, Hκ∗, κi

∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + Si(κi
∗, κi

∗, Hκ∗)

≤ 2Si(κ
∗, κ∗, κi

∗) + 2Si(κi
∗, κi

∗, Hκi
∗) + Si(Hκ

∗, Hκ∗, Hκi
∗)

= 2Si(κi
∗, κi

∗, κ∗) + 2Si(Hκi
∗, Hκi

∗, κi
∗) + Si(Hκi

∗, Hκi
∗, Hκ∗)

≤ li[Si(κi
∗, κi

∗, κ∗) + Si(Hκi
∗, Hκi

∗, κi
∗) + Si(Hκ

∗, Hκ∗, κ∗)

+Si(Hκi
∗, Hκi

∗, κ∗) + Si(Hκ
∗, Hκ∗, κi

∗)],

≤ (li)[Si(κ
∗, κ∗, Hκ∗)

+2Si(Hκi
∗, Hκi

∗, κi
∗) + 2Si(Hκ

∗, Hκ∗, κ∗) + 2Si(κi
∗, κi

∗, κ∗)],

≤ (3li)
mSi(κ

∗, κ∗, Hκ∗),∀m ∈ N,∀i ∈ I.
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Hence, Si(κ
∗, κ∗, Hκ∗) = 0, ∀i ∈ I. By Assumption 4.1, we have Hκ∗ = κ∗.

Furthermore, if $∗ = H$∗, for some $∗ ∈ N ,

0 ≤ Si(κ
∗, κ∗, $∗) = Si(Hκ

∗, Hκ∗, H$∗)

≤ li[Si(κ
∗, κ∗, $∗) + Si(Hκ

∗, Hκ∗, κ∗) + Si(H$
∗, H$∗, $∗)

+Si(Hκ
∗, Hκ∗, $∗) + Si(H$

∗, H$∗, κ∗)],

≤ (3li)
mSi(κ

∗, κ∗, $∗),∀m ∈ N,∀i ∈ I.

Since (3li)
mK → 0 as m → ∞, Si(κ

∗, κ∗, $∗) = 0, ∀i ∈ I. By Assumption
4.1, we have κ∗ = $∗. �

The next corollary considers Reich’s contraction [18] for SMSs.

Corollary 4.9. Suppose (li)i∈I is a collection of numbers in (0, 13 ). Let H
be a function on N to itself such that Si(Hκ,Hκ,H$) ≤ li[Si(κ, κ,$) +
Si(Hκ,Hκ, κ) + Si(H$,H$,$)], ∀κ,$ ∈ N , ∀i ∈ I. Let’s assume that every
(N,Si) is a complete SSMS, ∀i ∈ I. Then there exists a UFP κ∗ of H in N .
Furthermore, if κ0 ∈ N is fixed and κ1, κ2, κ3,... are defined by κn+1 = Hκn,
∀n = 0, 1, 2, 3, ..., then Si(κn, κn, κ

∗)→ 0 as n→∞, ∀i ∈ I.

5. Conclusion

A method to extend the concept of weak topology in normed spaces of
functional analysis to metric spaces has been observed in this article. The con-
vergence of the fixed point iteration procedure of Banach’s, Kannan’s, Chat-
terjea’s, Reich’s, and Hardy-Roger’s contraction theorem with respect to this
weak topology has been discussed in this article. Malviya and Fisher [9] intro-
duced the concept of N-cone metric space by replacing R with a real Banach
space in S-metric space. The N-cone metric space is a generalization of S-metric
space. So we can generalize all the fixed point results of this article to N-cone
metric space. The convergence of iteration methods was examined in this ar-
ticle with respect to a family of semi-S-metrics instead of a S-metric. In order
to solve equations like differential equations, algebraic equations and integral
equations, fixed point iteration methods should be used to find all feasible fixed
point results, even if convergence is weak in nature.
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