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Abstract. In this paper, we study stability of fractional-order nonlinear dy-

namic systems by means of Lyapunov method. To examine the obtained re-

sults, we employe the developed techniques on test examples.
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1. Introduction

Classical calculus has provided an efficient tool for modeling and exploring the

properties of the dynamical system problems concerning of physics, biology, engi-

neering and applied sciences. However, experiments with a realistic approach reveal

that there are a large class of complex systems where microscopic and macroscopic

behaviors are not captured or properly explained using classical calculus. It has

been found that these major classes of complex systems which contain non-local

dynamics involving long-memory are captured using a more general class of oper-

ators known as fractional operators. These phenomena are always related to the
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complexity and heredity of systems due to the fractional properties of system com-

ponents, such as the fractional viscoelastic material, the fractional circuit element

and the fractal structure [1, 2, 6]. In particular, the memristor (a contraction for

memory resistor), which is said to be the missing circuit element [5], shows some

hereditary properties. Allowing for the fact that the fractional calculus itself is a

kind of convolution, the memristor is naturally likely to be linked to fractional cal-

culus. Finally, it is possible that, in the future, there will be more fractional order

dynamic systems in micro/nano scales.

Stability is the one of the most frequent terms used in literature whenever we

deal with the dynamical systems and their behaviors. In mathematical terminology,

stability theory addresses the convergence of solutions of differential and of trajec-

tories of dynamical systems under small perturbations of initial conditions. Same

as classical differential systems a lot of stress has been given to the stability and

stabilization of the systems represented by fractional order differential equations.

An efficient tool to analyze the stability of a nonlinear system without explicitly

solving the differential equations is the Lyapunov method. Infact, the Lyapunov

method provides a sufficient condition for stability of nonlinear systems, which

means a system may still be stable, even if one cannot find a Lyapunov function

candidate to conclude the system stability property.

Integer-order methods of stability analysis were extended to stability of fractional

order dynamic systems, for example [3, 4, 10, 11, 12, 13]. However, as pointed out

in [4], the decay of generalized energy of a dynamic system does not have to be

exponential for the system to be stable. The energy decay actually can be of any

rate, including power law decay. For extending the application of fractional calculus

in nonlinear systems, we propose the fractional Lyapunov method with a view to

enrich the knowledge of both system theory and fractional calculus.

The paper is organized as follows. In section 2, we present some basic materials

on fractional calculus. In section 3 we derive the Lyapunov stability theorem for

fractional dynamical systems with Caputo derivative. In section 4, we present
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examples, in which we compute different orbits of the given system by means of

numerical simulations.

2. Preliminaries

Two types of fractional derivatives of Riemann-Liouville and Caputo derivatives,

have been often used in fractional differential systems. We briefly introduce these

two definitions. definition The Riemann-Liouville integral Jα
t0,t with fractional order

α ∈ R+ of function x(t) is defined as:

Jα
t0,tx(t) :=

1

Γ(α)

∫ t

t0

(t− τ)α−1x(τ)dτ

where Γ(.) is the Eulers gamma function, for α = 0 we set J0
t0,t := Id, the identity

operator. definition The Riemann-Liouville derivative with fractional order α ∈ R+

of function x(t) is defined by:

D
RL

α

t0,t
x(t) :=

dm

dtm
J
(m−α)
t0,t x(t)

where m = ⌈α⌉ := min{k ∈ Z : k ≥ α}, is the ceilling of α.

definition The Caputo derivative with fractional order α ∈ R+ of function x(t)

is defined by:

D
C

α

t0,t
x(t) := J

(m−α)
t0,t

dm

dtm
x(t)

where m = ⌈α⌉.
We consider the following general type of fractional differential equations involv-

ing Caputo derivative

(1)

 D
C

α

0,t
x(t) = f(t, x(t)),

x(0) = x0,

where x(t) = (x1(t), x2(t), ..., xn(t))
T ∈ Rn, 0 < α < 1, and f : [0,∞) × Rn → Rn.

definition[8] (Lyapunov stability) (a) The equlibruim point x of the differential

equation (1), is called stable if, for any ε > 0 there exists some δ > 0 such that

the solution of the initial value problem (1) satisfies ∥x(t) − x∥ < ε for all t ≥ 0

whenever ∥x0 −x∥ < δ. (b) The equlibruim point x of the differential equation (1),

is called asymptotically stable if it is stable and there exists some δ > 0 such that

limt→+∞ ∥x(t)− x∥ = 0 whenever ∥x0 − x∥ < δ .
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Theorem 2.1. [8] Let α > 0 and m = ⌈α⌉. Moreover let x
(0)
0 , . . . , x

(m−1)
0 ∈ R,K >

0, and h∗ > 0. Define G :=
{
(t, x) : t ∈ [0, h∗], ∥x−

m−1∑
k=0

tk

k!
x
(k)
0 ∥ ≤ K

}
, and let the

function f : G −→ R be continuous. Furthermore, define

M := sup
(t,z)∈G

∥f(t, z)∥ and

h :=

 h∗ if M = 0,

min{h∗, (KΓ(α+1)
M )

1
α } else.

Then, there exists a function x ∈ C[0, h] solving the initial value problem (1).

Theorem 2.2. [8] With the assumptions of Theorem 2.1, the function x ∈ C[0, h]

is a solution of the initial value problem (1) if and only if it is a solution of the

nonlinear Volterra integral equation of the second kind

(2) x(t) =
m−1∑
k=0

tk

k!
x
(k)
0 +

1

Γ(α)

∫ t

0

(t− τ)α−1f(τ, x(τ))dτ

in which m = ⌈α⌉.

Theorem 2.3. [7](Dependence of solution on initial condition) Let fi : W −→
R, i = 1, . . . , n, and

W = [0, χ∗]×
n∏

j=1

[xj(0)− lj , xj(0) + lj ], χ∗ > 0, lj > 0,

be a bounded set. Let 0 < α < 1 and f = (f1, . . . , fn) be Lipschitz on the second

variable with Lipschitz constant L, x(t) and y(t) be the solutions of the initial value

problems

D
C

α

0,t
x(t) = f(t, x(t)), x0 = x(0),

D
C

α

0,t
y(t) = f(t, y(t)), y0 = y(0),

respectively. Then

∥x(t)− y(t)∥∞ ≤ ∥x0 − y0∥∞Eα(Lt
α),

where Eα is the Mittag-Leffler function.
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3. Lyapunov direct method for stability

Theorem 3.1. Let x∗ be an equilibrium point for the system (1), L : O −→ R
defined on an open set O containing x∗ and L ∈ C1(O). Suppose further that

(3) L(x∗) = 0 and L(x) > 0 for x ̸= x∗.

Then x∗ is

(i) stable if L̇(x) = d
dtL(x(t)) ≤ 0 on O ∖ {x∗},

(ii) unstable if L̇(x) = d
dtL(x(t)) > 0 on O ∖ {x∗}.

A function L satisfying (3) and (i) is called a Lyapunov function.

Proof . Suppose δ > 0 such that

Bδ(x
∗) = {x ∈ Rn : ∥x− x∗∥ ≤ δ} ⊆ O

and set

Sδ(x
∗) = {x ∈ Rn : ∥x− x∗∥ = δ}, Nδ(x

∗) = {x ∈ Rn : ∥x− x∗∥ < δ}.

Since Sδ(x
∗) is compact, ζ = min

x∈Sδ(x∗)

L(x) exists. Now we define

U = {x ∈ Bδ(x
∗) : L(x) < ζ}.

Since L(x) > 0 for x ̸= x∗, thus we deduce

U = Bδ(x
∗) ∩ L−1[0, ζ).

Additionally

Bδ(x
∗) = Nδ(x

∗) ∪ Sδ(x
∗), U ∩ Sδ(x

∗) = ∅.

It is easy to see that

U = Nδ(x
∗) ∩ L−1(−∞, ζ)

so, U ⊆ Bδ(x
∗) is an open set. Since L(x∗) = 0 < ζ then x∗ ∈ U . Now suppose

that x(t) is a solution of (1) starting from x0 = x(0). Since L is non-increasing on

x(t) for each t ≥ 0, we have

(4) Lox(t) ≤ Lox(0) = L(x0) < ζ.



66 ALI BAYATI ESHKAFTAKI, JAVAD ALIDOUSTI AND REZA KHOSHSIAR GHAZIANI

If x(t) leaves Bδ(x
∗) then by continuity of x(t), there exists t1 > 0, such that

x(t1) ∈ Sδ(x
∗) (see Fig (a), right). Thus

(5) L(x(t1)) ≥ ζ.

This contradicts to (4). Hence any solution starting in U never leaves Bδ(x
∗), which

means x∗ is stable. This proves the part (i) of theorem.

Now suppose that assumption (ii) in the theorem holds. We prove x∗ is unstable.

First by the fact that L is continuous and positive, we have

(6) ∀ε = L(x0) > 0 ∃δ1 > 0 : ∥x−x∗∥ < δ1 ⇒ L(x) = |L(x)| = |L(x)−L(x∗)| < ε

also since L is increasing on the solution curves for all t > t0, we get

(7) Lox(t) > Lox(0) = L(x0) = ε > 0.

So (6) and (7) show that the solution x(t) never lies in Bδ1(x
∗). We next show

that if the solution x(t) never leaves Bδ(x
∗) (see Fig1, left), then we get a con-

tradiction. In this case, the solution forever remains in the compact set annulus

{x ∈ Rn : δ1 ≤ ∥x− x∗∥ ≤ δ} (Fig (a), left).

r
rx0

x∗
���

@@R

∨x(t)

Bδ(x
∗)

Sδ(x
∗)

δ1

Figure (a): Neighborhood of x∗

r r

r

x0
x∗

U

∨
x(t)

x(t1)

Bδ(x
∗)
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On the other hand we have

(8) {x(t) : t ≥ 0} ⊆ Bδ(x
∗)∖Bδ1(x

∗) ⊆ {x ∈ Rn : δ1 ≤ ∥x− x∗∥ ≤ δ}

Since L̇(x) is continuous, inf
Bδ(x∗)∖Bδ1

(x∗)

L̇(x) exists which means inf
t≥0

L̇(x) = m > 0 also exists.

Moreover there exist t0 ∈ [0, t] such that

L(x(t))− L(x0)

t
= L̇(x(t0)) ≥ inf

t>0

L̇(x) = m > 0.

Thus

L(x(t)) ≥ L(x0) +mt ≥ mt,

and

(9) sup
t≥0

L(x(t)) ≥ sup
t≥0

mt.

We also have

(10) sup
t≥0

L(x(t)) ≤ sup

Bδ(x∗)∖Bδ1
(x∗)

L(x(t)) ≤ sup
Bδ(x∗)

L(x(t)) = M < ∞.

By (9) and (10), we get

sup
t≥0

mt ≤ sup
Bδ(x∗)

L(x(t)) = M < ∞.

This is a contradiction since m ̸= 0. 2

Remark 1. The above theorem shows that every solution starting in U never

leaves Bδ(x
∗), i.e., for all t ≥ 0 we have x(t) ∈ Bδ(x

∗), otherwise by the equation

(4), L(x(t)) < ζ. Thus x(t) ∈ U for all t ≥ 0, i.e., every solution starting in U
remains in U forever.

Suppose that K ⊆ Rn is a compact set, x0 ∈ K and sequence (xn) does not

converge to x0. Then it can be proved that there exists a subsequence (xnk
) of (xn)

and a point z0 ∈ K ∖ {x0} such that xnk
−→ z0. By this explanation we give the

following theorem:

Theorem 3.2. Let x∗ be an equilibrium point for the system (1), O be an open set

containing x∗, and L ∈ C1(O). Suppose further that the following conditions hold:

(i) L(x∗) = 0 and L(x) > 0 for x ̸= x∗.
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(ii) L̇(x) = d
dtL(x(t)) < 0 on O ∖ {x∗}.

Then x∗ is asymptotically stable.

Proof . Similar to Theorem 3.1, there exists δ > 0 such that Bδ(x
∗) ⊆ O.

So the stability holds by this theorem. If the solution x(t) arrives in some time

to x∗, we have limt→+∞ x(t) = x∗, then asymptotic stability holds. Otherwise,

x(t) ∈ U ∖ {x∗}. By the assumption L is strictly decreasing along the solutions in

U ∖ {x∗}. Now we claim that

lim
t→+∞

x(t) = x∗,

or equivalently

∀(tn) tn ≥ 0, tn ↑ +∞ =⇒ lim
n→+∞

x(tn) = x∗.

By contradiction, we assume limn→+∞ x(tn) ̸= x∗. Then there exists tn ≥ 0 with

tn ↑ +∞, such that the sequence
(
x(tnk

)
)
does not convergence to x∗. Because

{x(tn);n ∈ N} ⊆ U ⊆ Bδ(x
∗) and it does not converge to x∗, by explanation

previous this theorem, we have

∃ z0 ∈ Bδ(x
∗), z0 ̸= x0, ∃ (tnk

) ⊆ (tn) : x(tnk
) −→ z0

as k −→ +∞. Replacing tnk
by tn, leads to

(11) lim
n→+∞

x(tn) = z0.

Also if t ≥ 0 then by the assumption that tn ↑ +∞ we have

∃ N ∈ N : ∀n ≥ N : tn > t+ 1.

Thus L(x(tn)) < L(x(t+ 1)) and if n −→ +∞, we get

L(x(tn)) < L(x(t+ 1)) < L(x(t)).

By using (11), we get

(12) ∀t ≥ 0 : L(z0) < L(x(t)).

Now we suppose that z(s) is a unique solution for 0 < α < 1, which starts at

z(0) = z0. By Theorem 2.3, if y(s) is another solution starting at y(0) = y0 and

s ∈ [0, 1], then there exists M > 0 such that

(13) ∥y(s)− z(s)∥∞ ≤ M∥y0 − z0∥∞, s ∈ [0, 1].
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Since L is a uniformly continuous on Bδ(x
∗), for arbitrary ε = L(z0)−L(z(1)) > 0,

we have:

(14) ∃ δ1 > 0; ∀y, z ∈ Bδ(x
∗) : ∥y − z∥ < δ1 =⇒ |L(y)− L(z)| < ε.

Since x(tn) −→ z0, we can choose n0 ∈ N such that

(15) ∥x(tn0)− z0∥ <
δ1
M

.

Now by choosing y(s) = x(tn0 + s), and by using (13) and (15), we get

∥x(tn0 + s)− z(s)∥ = ∥y(s)− z(s)∥ ≤ M∥y0 − z0∥ = M∥x(tn0)− z0∥ < δ1.

for each s ∈ [0, 1], also by using (14) and assuming z = z(s) and y(s) = x(tn0 + s),

and by the fact that this solution never leaves Bδ(x
∗), we deduce that for each

s ∈ [0, 1]

(16) |L(x(tn0
+ s))− L(z(s))| < ε = L(z0)− L(z(1)).

Now by equation (12), we find

L(x(tn0 + 1)) > L(z0) > L(z(1)),

which implies

(17) L(x(tn0 + 1))− L(z(1)) > L(z0)− L(z(1)) = ε.

If we choose s = 1 in (16) and by help of (17), we get a contradiction. This

completes the proof. 2

Theorem 3.3. Consider the fractional differential equation

D
C

α

0,t
x(t) = f(t, x(t))

with suitable initial values xk = (xk1, xk2, ..., xkn)
T ∈ Rn (k = 0, 1, ...,m− 1) where

x(t) = (x1(t), x2(t), ..., xn(t))
T ∈ Rn, m− 1 < α < m ∈ Z+, f : [0,∞)× Rn → Rn.

Then for α > 1 the Lyapunov function does not exist.

Proof . Suppose p0 ∈ U , then corresponding to every vector u ∈ Rn with ∥u∥ =

1, according to Theorem 2.1, we can find a unique solution x(t) with x(t0) = p0

and ẋ(t0) = u. We note that, this solution is unique only for 1 ≤ α < 2. Suppose

that L̇ = d
dtL(x(t)) = ẋ(t0).∇L(p0) ≤ 0 then

∀u ∈ Rn, ∥u∥ = 1 : u.∇L(p0) ≤ 0.
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We now claim that

∇L(p0) = 0.

Otherwise if ∇L(p0) ̸= 0 by assuming u = ∇L(p0)
∥∇L(p0)∥ , we get a contradiction. Thus

all partial derivatives of L are zero and L ∈ C1(O). Without loss of generality we

choice U to be a connected set then L is a constant function and by using L(x∗) = 0

we deduce L ≡ 0. This is a contradiction since ∀x ̸= x∗ : L(x) > 0. Thus the Lya-

punov function can not exist. 2

We introduce the symbol (x1, · · · , xn) ⊗ (y1, . . . , yn) = (x1y1, . . . , xnyn) and

present the following theorem:

Theorem 3.4. Consider the fractional differential equation

D
C

α

0,t
x(t) = f(t, x(t))

with suitable initial values x(0) = x0 ∈ Rn, where x(t) = (x1(t), x2(t), ..., xn(t))
T ∈

Rn, 0 < α < 1 and f : [0,∞)×Rn → Rn. If there exist positive numbers c1, . . . , cn

such that the function

h(x) = (c1, . . . , cn)⊗ (x− x∗). D
C

1−α

0,t
f(t, x(t))

is not positive in a neighborhood of x∗. Then x∗ is stable, and if h(x) is negative in

a neighborhood of x∗, then x∗ is asymptotically stable. Further if h(x) is positive in

a neighborhood of x∗, then x∗ is unstable.

Proof . Consider the Lyapunov function

L : Rn −→ R

L(x) =
∑n

i=1 ci(xi − xi
∗), x∗ = (x1

∗, . . . , xn
∗)

then

L̇(x) =

n∑
i=1

2ci(xi − xi
∗)
dxi

dt
= 2[(c1, . . . , cn)⊗ (x− x∗)].ẋ = 2h(x)

in which ẋ = D
C

1−α

0,t
f(t, x(t)). Thus by the assumption, there exists a neighborhood

O such that for all x ∈ O, L̇(x) ≤ 0 and the point x∗ is stable by Theorem 3.1. By

a similar argument the other statements can be proved. 2
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4. Numerical approach and examples

Example 4.1. Consider the following fractional order dynamic system

D
C

α

0,t
x(t) = f(t, x(t)) = −

∫ t

0

(t− τ)−αx(τ)dτ, x = (x1, . . . , xn)

where x∗ = 0, is an equilibrium point, α ∈ (0, 1), then

D
C

1−α

0,t
f(t, x(t)) = −Γ(1− α)x(t).

By using Theorem 3.4,

h(x) = (c1, . . . , cn)⊗x.(−Γ(1−α)x) = −Γ(1−α)(c1, . . . , cn)⊗x.x = −Γ(1−α)(c1x
2
1+· · ·+cnx

2
n)

and by choosing c1 = c2 = . . . = cn = 1 we have

h(x) = −Γ(1− α)(x2
1 + · · ·+ x2

n),

which is negative for x = (x1, . . . , xn) ̸= 0. Thus according to Theorem 3.4, x∗ is

asymptotically stable.

Example 4.2. Consider the following fractional order dynamic system

D
C

α

0,t
x(t) = f(t, x(t)) = −

∫ t

0

g(τ, x)dτ + h(t, x),

where g(t, x) ≥ 0, x(0) > 0, α ∈ (0, 1) and

h(t, x) =


0 x ̸= 0∫ t

0

g(τ, x)dτ x = 0

the relation −
∫ t

0

g(τ, 0)dτ + h(t, 0) = 0 follows that x = 0 is an equilibrium point.

Similar to the method used in [10], let L(x) = x2, a Lyapunov candidate, from

x(0) > 0, x = 0 is an equilibrium point we have
dL(x)

dx
= 2x ≥ 0, in which the equal-

ity holds if and only if x = 0. Moreover, g(t, x) ≥ 0 follows that
d

dt
(

∫ t

0

g(τ, x)dτ) ≥ 0.

Therefore,
dL(x)

dt
= 2x D

C

1−α

0,t

(
−
∫ t

0

g(τ, x)dτ + h(t, x)
)
≤ 0.

Here equality holds if and only if x(t) = 0. Therefore, the equilibrium point x = 0

is asymptotically stable.
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Example 4.3. For 0 < α < 1 consider the Caputo fractional order system

(18) D
C

α

0,t
x(t) = −x3(t),

with the initial condition x(0) ̸= 0. Let L(x) = 1
2x

2 be a Lyapunov candidate.

Then we have L̇(x(t)) = x(t)ẋ(t), where ẋ denotes the derivative of x with respect

to t. First notice that h(t) = x(0)x(t) > 0 for all t > 0, otherwise there exists t0

such that x(t0) = 0, then for all t ≥ t0 we have x(t) = 0 and the stability holds.

Also by using Theorem 2.2 and by the method which used in [10], we can show that

ẋ(t)x(0) < 0. Thus L̇(x(t)) = x(t)ẋ(t) =
x(0)x(t)ẋ(t)x(0)

x2(0)
< 0, and the equilibrium

point x = 0 is asymptotically stable.

Finally, the solution x(t) of (18) is shown in Fig. 1, which is plotted by using Mat-

lab.

0 100 200 300 400 500 600 700 800 900
0
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t

x(
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Figure 1. Numerical value of system (18), for the parameter value

α = .095, .9, .85

.



STABILITY ANALYSIS OF FRACTIONA ... — JMMRC VOL. 3, NUMBER 1 (2014) 73

References

[1] Bagley. R. L, Torvik.P. J, A theoretical basis for the application of fractional calculus to

viscoelasticity. Journal of Theology, 27(3), 201-210, (1983).

[2] Bagley. R. L, Torvik.P. J, Fractional calculus- A different approach to the analysis of vis-

coelastically damped structures. AIAA Journal, 21(5), 741-748, (1983).

[3] Chen.Y. Q, Moore. K. L, Analytical stability bound for a class of delayed fractional order

dynamic systems. Nonlinear Dynamics, 29, 191-200, (2002).

[4] Chen.Y. Q, Ubiquitous fractional order controls In Proceedings of the second IFAC workshop

on fractional differentiation and its applications, (2006).

[5] Chua. L. O, Memristor-The missing circuit element. IEEE Transactions on Circuit Theory,

CT-18(5), 507-519, (1971).

[6] Cohen. I. Golding, Bio-uiddynamics of lubricating bacteria. Mathematical Methods in the

Applied Sciences, 24, 1429-1468, (2001).

[7] V. Daftardar-Gejji, A. Babakhani. Analysis of a system of fractional differential equations,J.

Math. Anal. Appl. 293, 511, (2004).

[8] K. Diethelm, The analysis of fractional differential equations, Springer, (2010).

[9] Yu. A. Kuznetsov, Elements of applied bifurcation theory, 3rd edition, Springer-Verlag, New

York, (2004).

[10] Li. Y. Chen, Y. Q. Podlubny, Mittag-leffler stability of fractional order nonlinear dynamic

systems. In Proceedings of the 3rd IFAC workshop on fractional differentiation and its appli-

cations, (2008).

[11] Momani, Hadid, Lyapunov stability solutions of fractional integrodifferential equations. In-

ternational Journal of Mathematics and Mathematical Sciences, 47, 2503-2507, (2004).

[12] Tarasov.V. E, Fractional derivative as fractional power of derivative. International Journal of

Mathematics, 18(3), 281-299, (2007).

[13] Zhang. L, Extension of Lyapunov second method by fractional calculus. Pure and Applied

Mathematics, 21(3), 1008-5513(2005)03-0291-04, (2005).


