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Abstract. In this paper, we derive first some results on the Shannon entropy

in order statistics and their concomitants arising from a sequence of {(Xi, Yi)

: i = 1, 2, ...} independent and identically distributed (iid) random variables

from the bivariate normal distribution and extend our results to a collection

C(X,Y ) = {(Xr1:n, Y[r1:n]), (Xr2:n, Y[r2:n]), ..., (Xrk:n, Y[rk:n])} of order sta-

tistics and their concomitants. We finally compute the value of the Shannon

entropy in order statistics and their concomitants from a bivariate normal

distribution.
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1. Introduction

Let {(Xi, Yi) : i = 1, 2, ...} be a sequence of random vectors from a bivari-

ate continuous distribution. If we arrange the X-values in ascending order, the
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corresponding Y -values are called the concomitants of the relevant order statistic.

Concomitants of order statistics arise in several applications. In selection proce-

dures, items or subjects may be chosen on the basis of their X characteristic, and

an associated characteristic Y that is hard to measure or can be observed only

later may be of interest. For example, X may be the score of a candidate on a

screening test, and Y the measure of his/her final performance. Concomitants of

order statistics have also been used in dealing with the estimation of parameters on

the basis of multivariate data sets that are subject to some form of censoring. A

comprehensive review of these applications may be found in David and Nagaraja

(1998) and Section 9.8 and 11.7 of David and Nagaraja (2003).

The first study of uncertainty (information) measures was undertaken by Nyquist

(1924) and Hartley (1928), although the concept was introduced by Clausius in

the year 1850 in the context of classical thermodynamics. Later Shannon (1946)

studied the properties of information sources and the communication channels used

to transmit their output and defined an entropy known as Shannon entropy. The

Shannon entropy of an absolutely continuous random variable X having probability

density function (pdf) fX(x), is defined as:

(1) H(X) = −
∫ +∞

−∞
fX(x) ln fX(x)dx,

where “ln“ stands for the natural logarithm.

The Shannon entropy of a random variable X is a mathematical measure of in-

formation which measures the average reduction of uncertainty of X. Because of

its descriptive character, analytical expressions for univariate distributions have

been obtained, among others, by Lazo and Rathie (1978) and Cover and Thomas

(1991). Recently, several authors have investigated Shannon entropy in record val-

ues (Madadi and Tata, 2011). The concept of entropy may be successfully used for

quantifying the amount of information regarding the parent distribution that one

may obtain by observing an additional record value. In this paper, we compute

Shannon entropy in order statistics and their concomitants from a bivariate normal

distribution.
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2. Entropy of Order Statistics and Their Concomitants

Definition 2.1 Let X1, ..., Xn be a random sample from a continuous population

with cumulative distribution function (cdf) FX(x) and pdf fX(x) and (X1, Y1) , ...,

(Xn, Yn) be a random sample from a joint distribution with cdf FX,Y (x, y) and pdf

fX,Y (x, y). We denote the r-th order statistic corresponding to the X-values by

Xr:n and the corresponding concomitant by Y[r:n]. Then, the joint distribution of

(Xr:n, Y[r:n]); r = 1, 2, ..., n is given by [1]:

(2) fXr:n,Y[r:n]
(x, y) =

n!

(r − 1)!(n− r)!

(
FX(x)

)r−1(
1− FX(x)

)n−r
fX,Y (x, y)

Also, the joint pdf of C(X,Y ) = {(Xr1:n, Y[r1:n]), (Xr2:n, Y[r2:n]), ..., (Xrk:n, Y[rk:n])}
is [1]:

f(x1, .., xk; y1, .., yk) =
n!

(r1 − 1)!(n− rk)!

(
FX(x1)

)r1−1(
1− FX(xk)

)n−rk
×

k∏
i=2

(
FX(xi)− FX(xi−1)

)ri−ri−1−1

( ri − ri−1 − 1)!

k∏
i=1

fX,Y (xi, yi).(3)

Theorem 2.1 The entropy of (Xr:n, Y[r:n]) for the bivariate normal distribution,

N2(0, 0, 1, 1, ρ), is:

H(Xr:n, Y[r:n]) = − ln cr + cr(r − 1)I(r : n) + cr(n− r)I(n− r + 1 : n) +
1

2

+ ln(2π
√

1− ρ2) +
cr
2

n−r∑
m=0

(
n− r
m

)
(−1)mη(r +m− 1),

where

η(j) =

∫ +∞

−∞
x2
[
Φ(x)

]j
φ(x)dx,

I(j : n) =

n−j∑
m=0

(
n− j
m

)
(−1)m

(m+ j)2
, cj =

n!

(j − 1)!(n− j)!
.

and Φ(x) =
∫ x
−∞ φ(t)dt is the cdf of the standard normal variable.

Proof. Suppose (X,Y ) ∼ N2(0, 0, 1, 1, ρ). Then, the pdf of (X,Y ) is

fX,Y (x, y) =
1

2π
√

1− ρ2
exp

{
− (x2 − 2ρxy + y2)

2(1− ρ2)

}
.

From (1) and (2) we have

H(Xr:n, Y[r:n]) = E
(
− ln f(Xr:n, Y[r:n])

)
= − ln cr + (r − 1)E1 + (n− r)E2 + E3,(4)
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where

E1 = E
(
− lnFX(Xj:n)

)
= crI(r : n),(5)

E2 = E
(
− ln

(
1− FX(Xj:n)

))
= crI(n− r + 1 : n)(6)

and

E3 = E
(
− ln fX,Y (Xr:n, Y[r:n])

)
=

∫ +∞

−∞

∫ +∞

−∞
cr

(
− ln fX,Y (x, y)

)(
FX(x)

)r−1(
1− FX(x)

)n−r
×fX,Y (x, y)dxdy

=

∫ +∞

−∞

∫ +∞

−∞
cr ln(2π

√
1− ρ2)

(
Φ(x)

)r−1(
1− Φ(x)

)n−r
×fX,Y (x, y)dxdy

+
cr

2(1− ρ2)

∫ +∞

−∞

∫ +∞

−∞
x2
(

Φ(x)
)r−1(

1− Φ(x)
)n−r

×fX,Y (x, y)dxdy

− ρcr
(1− ρ2)

∫ +∞

−∞

∫ +∞

−∞
xy
(

Φ(x)
)r−1(

1− Φ(x)
)n−r

×fX,Y (x, y)dxdy

+
cr

2(1− ρ2)

∫ +∞

−∞

∫ +∞

−∞
y2
(

Φ(x)
)r−1(

1− Φ(x)
)n−r

×fX,Y (x, y)dxdy

= A1 +A2 −A3 +A4, say.(7)

It is easy to see that

A1 =

∫ +∞

−∞

∫ +∞

−∞
cr ln(2π

√
1− ρ2)

(
Φ(x)

)r−1(
1− Φ(x)

)n−r
×fX,Y (x, y)dxdy

= ln(2π
√

1− ρ2),(8)

and

A2 =
cr

2(1− ρ2)

∫ +∞

−∞

∫ +∞

−∞
x2
(

Φ(x)
)r−1(

1− Φ(x)
)n−r

×fX,Y (x, y)dxdy

=
cr

2(1− ρ2)

n−r∑
m=0

(
n− r
m

)
(−1)mη(r +m− 1).(9)
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We compute A3 and A4 as follows:

A3 =
ρcr

(1− ρ2)

∫ +∞

−∞

∫ +∞

−∞
xy
(

Φ(x)
)r−1(

1− Φ(x)
)n−r

×fX,Y (x, y)dxdy

=
ρcr

(1− ρ2)

∫ +∞

−∞
x
(

Φ(x)
)r−1(

1− Φ(x)
)n−r

.B1(x)dx,

where

B1(x) =

∫ +∞

−∞
yfX,Y (x, y)dy

= ρxφ(x).

So

(10) A3 =
ρ2cr

(1− ρ2)

n−r∑
m=0

(
n− r
m

)
(−1)mη(r +m− 1)

and

A4 =
cr

2(1− ρ2)

∫ +∞

−∞

∫ +∞

−∞
y2
(

Φ(x)
)r−1(

1− Φ(x)
)n−r

×fX,Y (x, y)dxdy

=
cr

2(1− ρ2)

∫ +∞

−∞

(
Φ(x)

)r−1(
1− Φ(x)

)n−r
.B2(x)dx,

where

B2(x) =

∫ +∞

−∞
y2fX,Y (x, y)dy

= (1− ρ2 + ρ2x2)φ(x).

Therefore

(11) A4 =
1

2
+

ρ2cr
2(1− ρ2)

n−r∑
m=0

(
n− r
m

)
(−1)mη(r +m− 1).

Substituting (8),(9),(10) and (11) into (7), we obtain

(12) E3 =
1

2
+ ln(2π

√
1− ρ2) +

cr
2

n−r∑
m=0

(
n− r
m

)
(−1)mη(r +m− 1).

Substituting (5), (6) and (12) into (4) the proof is complete.�

Lemma 2.1 Suppose Xr:n and Y[r:n] respectively denote the r-th order statistic and
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its concomitant from a random sample of size n from N2(µ1, µ2, σ1, σ2, ρ). Then if

X = Z+µ1

σ1
and Y = Z′+µ2

σ1
, then ∀µ1, µ2 ε < and ∀σ1, σ2 > 0,

H(X,Y ) = ln(σ1σ2) +H(Z,Z ′).

Proof. Straightforward.

Theorem 2.2 The entropy of C(X,Y ) ; r1 < r2 < ... < rk is:

H [C(X,Y )] =

k∑
i=1

H(Xri:n, Y[ri:n])−
k∑
i=2

cri(ri − 1)I(ri : n) +

k−1∑
i=1

cri(n− ri)

×I(n− ri + 1 : n) +

k∑
i=2

(ri − ri−1 − 1) [criI (ri : n) + (ri − ri−1)

×
(
ri − 1

ri−1 − 1

)
I (ri − ri−1 : ri − 1)

]
+

k∑
i=2

ln(ri − ri−1 − 1)!

+

k∑
i=1

ln cri − ln c,(13)

where

c =
n!

(r1 − 1)!(n− rk)!
.

Proof.

H
(
C(X,Y )

)
= − ln c+ cr1(r1 − 1)I(r1 : n) + crk(n− rk)I(n− rk + 1 : n)

+

k∑
i=2

(ri − ri−1 − 1)

[
criI (ri : n) + (ri − ri−1)

(
ri − 1

ri−1 − 1

)

× I (ri − ri−1 : ri − 1)] +

k∑
i=2

ln(ri − ri−1 − 1)!

+

k∑
i=1

Ψ(ri : n),

where

c =
n!

(r1 − 1)!(n− rk)!
, Ψ(ri : n) = E

(
− ln fX,Y (Xri:n, Y[ri:n])

)
.

Now (13) follows using a proof similar to that of theorem 2.1. �

Corollary 2.2 H [C(X,Y )] −
k∑
i=1

H(Xri:n, Y[ri:n]) does not depend on the parent

distribution.
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Table 1 shows values of the Shannon entropy in order statistics and their concomi-

tants from N2(0, 0, 1, 1, ρ) for n = 5, 10, 15, 20 and ρ = 0.25, 0.50 and 0.75. In fact

for each n and ρ as r increases from 1 to n, the entropy first decreases, reaches a

minimum at r =
[
n+1
2

]
and then increases.

Table 1.Shannon entropy in order statistics and their concomitants from

N2(0, 0, 1, 1, ρ)

r

n ρ 1 2 3 4 5 6 7 8 9 10

0.25 2.4 2.22 2.18

5 0.50 2.29 2.11 2.07

0.75 2.02 1.84 1.8

0.25 2.26 2.03 1.93 1.88 1.86

10 0.50 2.15 1.92 1.82 1.77 1.75

0.75 1.88 1.65 1.55 1.5 1.48

0.25 2.19 1.94 1.82 1.75 1.71 1.68 1.67 1.66

15 0.50 2.08 1.83 1.71 1.64 1.6 1.57 1.56 1.55

0.75 1.81 1.56 1.44 1.37 1.33 1.3 1.29 1.28

0.25 2.14 1.88 1.75 1.67 1.62 1.58 1.55 1.55 1.53 1.52

20 0.50 2.03 1.77 1.64 1.56 1.51 1.47 1.44 1.44 1.42 1.41

0.75 1.76 1.5 1.37 1.29 1.24 1.2 1.17 1.17 1.15 1.14

3. Conclusion

We have derived the exact form of Shannon entropy for the order statistics and

their concomitants from a bivariate normal distribution and extended these results

for a collection of order statistics and their concomitants. Since normal distribution

has application in many fields, we believe that our results will be important as a

reference for many areas of study.
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